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Abstract 

 

Todayôs digital, information-overload society warrants the usage of web search engines to help 

users forge and navigate the ever-growing landscape.  The Google search engine exerts its mass 

monopoly power to best fulfill search queries for users through algorithmically ranking and 

personalizing search results.  Google identifies, tracks, aggregates, and utilizes personal information 

about its users, and collects it within an individual profile, the digital self, in order to achieve these 

personalized results.  Under the disguise of convenience, Google is effectively violating the privacy 

of their users.  Using personal information as currency, Google thereby grabs the reins of control 

over personal information from the user, and uses it to make assumptions and decisions about who 

they are and what they may like for profit.  This study therefore aims to explore the compromise 

being made by Google users.  Utilizing Googleôs modern and efficient services for optimum 

information retrieval in turn puts user personal information at risk.  Combined with the mechanics 

of the inner workings of Google, and relevant theories in the field of privacy and information ethics, 

a mixed methods user research study was conducted to explore this compromise and gauge user 

attitudes about privacy, personal information, and the digital self. 

 

Keywords:  privacy, personal information, search engines, Google, profiling, the digital self, 

ranking, control, choice, convenience, trust. 
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Introduction  

 

 

Google in Our Digital Information Society 

 

Todayôs digital information society is composed of an uncharted, óinformation-overloadô 

landscape.  It is a society that revolves around the concepts of sharing, seeking, and communicating 

all types of information on digital platforms, at optimum speed, and at the touch of a 

fingertip.  Presently, humans are active participants in this society, and could be considered 

simultaneous information creators, seekers, and aggregators.  We generate information about 

ourselves, by our own input or by that of others, as well as search for it on the Internet.  We use 

Internet technologies, such as web search engines like Google, to help us make sense of and 

navigate the increasingly growing amount of information available to us.  Essentially, we are 

swimming in a ñinformation overloadò digital landscape that we have both created and contributed 

to, but simultaneously have trouble navigating without Internet search services. 

Lynch speaks to our digital information society, and explains how we as humans are 

becoming more dependent upon these technologies to navigate the plethora of information that is 

available to us. 

ñOne way of describing the direction in which our own culture is moving is 

that many of us are starting to adapt to what we might call a digital form of 

lifeðone which takes life in the info-sphere for granted, precisely because 

the digital is so seamlessly integrated into our lives. The Internet of Things is 

becoming The Internet of Us, and figuratively, if not literally, we are 

becoming digital humans,ò (Lynch 10). 

Frequently utilizing digital search engines such as Google makes sense:  because they help us to 

understand and find what is available to us, a task that would be daunting on our own without their 

technological features.  They do so by making the vast info-sphere seem smaller, more concise, and 
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personalized, just for us.  As Lynch warns, because these tools are becoming so integrated into daily 

life, they are becoming a part of who we are and how we function as humans in this 

environment.  Consequently, we as humans are also becoming a part of what they are, and how they 

function as technology in this same environment. 

Digital technologies such as web search engines therefore serve as boats to forge our new 

and previously uncharted information landscape.  Web search engines like Google are capable of 

locating and copying information from the Internet into their index, and presenting it to users in an 

understandable, but also personalized format.  This study in particular will focus on Google, and 

how it achieves these personalized results for its individual users by collecting and aggregating 

personal information about them into a profile.  Within this study, this profile will be referred to by 

the term, óthe digital self.ô  Google justifies their creation of the digital self by claiming that the 

collection will achieve more personalized search results, thereby marketing the ranking relevance as 

a factor for usage of their service.  ñWe use the information we collect to customize our services for 

you, including providing recommendations, personalized content, and customized search results,ò 

(google.com/privacy). 

Through this justification, Googleôs privacy policy claims to value user privacy.  However, 

the practices of personalization and profiling are inherently programmed to do the opposite:  to 

make categories, judgements, and assumptions about users based on this personal information.  

Information is collected in the form of likes, dislikes, clicks, links, search query entries, logged 

data, and beyond.  Assumptions that can be made range from purchasing behavior to credit scores, 

and in between. This collectionôs sole purpose is to expose this information to Google applications, 

third parties, affiliates, and advertisers, in order to create personalized and relevant results for 

search queries.  As this study will examine, this practice ultimately results in a loss of control over 

user personal information, and further their privacy.  Googleôs profiling of users therefore brings to 

light questions and discussions about the usability of their service, and the opinions of users who 

utilize it. 

As Google is an extremely popular search engine around the world today, they have the 

funds, resources, and tools to maintain a very large index of information from which they draw their 

search query results.  Due to this mass monopoly over the search engine market, they are able to 

store and update large quantities and types of information for retrieval.  In this sense, Google can be 

seen as a ógatekeeperô to the accessibility of this information. 
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ñThe technology of search (making use of relatively small-scale hardware) 

and the algorithm, working on a massive scale, shapes how content is 

accessed on the Web.  This turns search engines, and Google in particular, 

into gatekeepers...Gatekeeping in relation to search engines does not pertain 

to content:  Google provides no content itself (or only a tiny amount), but it 

provides access (again with exceptions, such as censorship) to the whole of 

the Webôs content.  Thus, instead of gatekeeping it is more appropriate to 

speak in the case of the search engine component of this large technological 

system in terms of a dominant share of attentionïin the sense that content is 

largely accessed in this way by users. Google has a dominant audience share 

of attention; put differently, Google determines online visibility and 

prominence,ò (Schroeder 149). 

As Schroeder states, Googleôs predominance and monopoly over web information content not only 

determines what is visible, but further content is available.  Further, if users would like to have 

access to the largest amount of visible and available information, Google is the search engine that 

will deliver it.  However, in order to deliver this information, they must also accept that data about 

their interactions with Google will be collected and profiled.  Following this logic highlights a 

compromise that must be made among users.  When humans use and rely on Google to deliver them 

access to relevant search results, and ease through the navigation of the age of óinformation 

overloadô, they may indeed compromise their privacy to do so. 

The aim and interest of this research study is to explore this compromise by analyzing the 

key factors of profiling, personal information, personalization, and the digital self, to determine how 

and why individual user privacy is violated by Google.  This problem statement will be answered 

through the explanation and discussions of the technical software of the search engine, the 

arguments and concepts of multiple privacy theorists, as well as a conducted user research 

study.  Combined, these elements will contribute to original arguments and discussions about the 

topic at hand.  The results and findings of this study hope to illuminate the issues within the privacy 

compromise.  It should be noted that this is not a technical computer science study, but rather the 

focus remains on the topic of informational privacy. 

In particular, the independent user research portion of this study will be the main focus for 

understanding and answering the problem statement, in combination with the theories and concepts 

discussed and dissected throughout.  This user research study aims to achieve an answer to the 
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problem statement through three carefully constructed research questions.  These research questions 

were constructed after an attentive visual analysis of the Google search engine, as well as a 

comprehensive reading of Googleôs privacy policy, along with relevant literature within the fields 

of privacy, search engine behavior, and digital information ethics.  These questions aim to be 

answered through the mixed methodological approach of triangulation, utilizing both a quantitative 

questionnaire method and a qualitative focus group method in order to obtain results for analysis 

and discussion.  The three research questions are as follows: 

 

¶ RQ1: What factors influence how search engine users perceive Googleôs collection and 

aggregation of user personal information into the profiles of the digital self?  

¶ RQ2: Do search engine users view Googleôs profiling of the digital self as a completely 

accurate picture of who they are? 

¶ RQ3: To what extent do search engine users view Googleôs aggregation and usage of the 

digital selfôs personal information as a violation and loss of control over privacy? 

   

The hypotheses for this research study were developed after the creation of the research 

questions.  The hypotheses are molded off of the goals of the research questions, and what the 

researcher originally projected might result from the start of the study.  Therefore, these three 

matching hypotheses serve as a projection of potential estimated results that may occur.  It is 

possible for the results to either align or not align with these projections.  The three hypotheses are 

as follows: 

 

¶ H1:  Multiple factors influence how search engine users perceive Googleôs collection and 

aggregation of user personal information into the profiles of the digital self. 

¶ H2:  Search engine users do not view Googleôs profiling of the digital self as a completely 

accurate picture of who they are. 

¶ H3:  Search engine users view Googleôs aggregation and usage of the digital selfôs personal 

information as somewhat of a violation and loss of control over privacy. 

 

Thesis Structure 

 

The first chapter of this thesis outlines the background and frameworks behind the study at 

hand.  The mechanics and functionality of search engines in general and Google specifically are 
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described as important for the terminology within the theories presented throughout the study.  The 

query process, the retrieval model, algorithms, indexes, crawlers, profiles, and cookies are among 

the technical software terms that are highlighted and explained.  Further, a deeper explanation of the 

inner workings of Google are outlined, using this terminology.  Personalized results, ranking, 

profiling, and ódata as currencyô practices are explained in depth. 

Chapter 2 focuses on the applicable theories and discussions about privacy, personal 

information, and the digital self.  The first two sections within this chapter discuss the meaning of 

the term óthe digital selfô within the context of this study, as well as how the term relates to 

individual Google users and their online lives.  Here, theories will be dissected on the nature of how 

and why the digital self functions and can be interpreted.  The third section defines privacy and 

personal information in the context of this study, and how it interrelates with Googleôs practices of 

personalized search.   The fourth section discusses the importance of alternative search engines, and 

how the factors of choice and control contribute to the violation or protection of user 

privacy.  Throughout this chapter, the testimonies from two supplementary interviews, in the fields 

of information ethics and search engine behavior, are intertwined to support theories. 

Chapter 3 of this study outlines the methodology utilized to conduct the independent user 

research study.  Here, the mixed methods approach of triangulation is outlined, explained, and 

justified for usage within the studyôs parameters.  The research design is illustrated through a figure 

created by the researcher, separated into different tiers to signify how the methods are broken 

down.  First, triangulation is explained. Second, the nature of the equal status of the two methods 

being implemented is outlined.  Third, the quantitative questionnaire method design is depicted 

followed by the qualitative focus group method design.  Lastly, the timeline, material, and 

execution are outlined to set the boundaries for the study. 

Chapter 4 presents the results analysis and discussion for the user research study.  The goal 

of this section is to connect and correlate the technical software terminology, grounding theories, 

and results to give insights into patterns within the research field, as well as to effectively answer 

the research questions and hypotheses.  The chapter is divided into three distinct sections, with each 

addressing the respective research questions and hypotheses in order.  Section 1 focuses on RQ1 

and H1, through the arguments of trust and convenience.  Section 2 focuses on RQ2 and H2, and 

discusses the importance of context when understanding the digital self, and user attitudes towards 

personal information.  Section 3 focuses on RQ3 and H3, discussing user attitudes towards 

Googleôs violation of their privacy.  Both quantitative data in the form of charts and graphs pulled 
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from the questionnaire, as well as qualitative data quotations from the focus group were utilized to 

discuss and analyze the results. 

The fifth part is not a chapter, but follows the results covering the limitations and future 

considerations for this study or new research.  The limitations of the study are categorized by the 

resources and materials, timeline, researchers, demographics, and research results, respectively.  

The sixth part of this study concludes this thesis, discussing the conclusions that can be 

drawn from the entire project.  The conclusion aims at drawing interconnections to all parts of the 

research and supporting the most important evidence. 
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Chapter One 

 

 

1.0 How Does Google Work? 
 

This chapter focuses on the functionality and mechanics of search engines:  in particular, 

the way Google functions.  Google is one of largest search engines in the world, and holds strong 

predominance over practices of web information retrieval.  ñGoogle has succeeded...It dominates 

the globe.  Though estimates vary by region, the company now accounts for an estimated 87% of 

online searches worldwide.  It processes trillions of queries each year, which works out to at least 

5.5 billion a day, 63,000 a second,ò (Duhigg nytimes.com).  While Googleôs predominance over the 

search engine market is noteworthy, it applies similar basic technological parameters and tools as 

many other search engines.  For this reason, it is important to not only understand how Google 

works within this study, but also how the functional elements and technical software parts and of 

search engines in general function. 

 

1.1 Functionality 

 

First and foremost, a web search engineôs functionality speaks to the practicality and quality 

of its usage within the discourse of digital information society, privacy, and the digital self.  A web 

search engine can be generally categorized as a digitized type of information retrieval system, with 

free-range access for Internet users to explore with a just a few keystrokes.  At its most basic form, 

a web search engine provides a search box, in which a user on the Internet may type in a query they 

would like a response to.  After clicking search, the hope of each user is that the web search engine 

will retrieve multiple results to best answer their query.  ñThe usual search scenario involves 

someone typing in a query to a search engine and receiving answers in the form of a list of 

documents in ranked orderé.ò (Croft et al. 3).  Essentially, Croft et al. explains that web search 
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engines utilize the retrieval model in order to achieve search results.  ñA retrieval model is a formal 

representation of the process of matching a query and a document.  It is the basis of the ranking 

algorithm that is used in a search engine to produce the ranked list of documents,ò (Croft et al. 5).  

While web search engine query fulfillment takes place online on the Internet, it is clear to see the 

parallels that can be drawn to the fields of information retrieval and knowledge organization. 

One may not necessarily think that web search engines are a prime example of an 

information retrieval system, when one thinks of the field of information science.  In the past, 

libraries and catalogues have often served this role within society.  Libraries and analog information 

retrieval systems continue to fulfill this role diligently.  However, as modern society becomes 

increasingly digitized, search engines often have more funding and resources to invest in becoming 

a more powerful everyday vessel for information retrieval.  According to Salton, the field of 

information retrieval is one that search engines directly correlate to:  ñInformation retrieval is a field 

concerned with the structure, analysis, organization, storage, searching, and retrieval of 

information,ò (Salton in Croft et al. 1).  Though different from their analog predecessor systems, 

web search engines fulfill theses same qualifications within a digital format, and are therefore 

capable of fulfilling a similar information need for its users.  According to Croft et al., a web search 

engine such as Google can be defined as an engine that, ñmust be able to capture, or crawl, many 

terabytes of data, and then provide sub second response times to millions of queries submitted every 

day from around the world,ò (Croft et al. 7).  Croft et al. directly states that web search engines 

provide a swift solution in order to comb through vast amounts of data at a faster speed than other 

previous information retrieval techniques, all the while retrieving through a much larger index 

database than ever before.  Today, the continuous flow of information and data creation by 

technological device integration into everyday life demands a system that can perform and sift 

through it more rapidly.   

Ultimately, at its core, the goal of any web search engine model is to strive to ensure that a 

query is properly satisfied by the user posing the question.  According to Croft et al., two particular 

goals for most search engines to strive for are paramount to others. 

ñEffectiveness (quality):  We want to be able to retrieve the most relevant set 

of documents possible for a query.  Efficiency (speed):  We want to process 

queries from users as quickly as possibleé.The architecture of a search 

engine is determined by these two requirements.  Because we want an 

efficient system, search engines employ specialized data structures that are 
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optimized for fast retrieval.  Because we want high-quality results, search 

engines carefully process text and store text statistics that help improve the 

relevance of results,ò (Croft et al. 13-14). 

These web search engine goals are paramount as they directly speak to user needs in a fast-paced 

digital society.  As users want faster and more relevant results, the engines that best employ an 

architecture and algorithm that accommodate these growing user needs could naturally rise to the 

top.  In this way, it is possible for web search engines to be viewed as a modern and developing 

method for fulfilling rapidly growing user information retrieval needs. 

The functionality of a web search engine in the information retrieval field today is nearly 

unmatched.  While libraries and publishers have created their own information databases to keep up 

with the digitalization of documents, each of these are simply sub-groups of the larger pool of 

information that is available when Google delves into their massive index for query responses.  In 

this demanding and dynamic digital society, it is clear to see the appeal of the functionality of web 

search engines. 

 

 

1.2 Technical Software Mechanics 

  

In addition to understanding the functionality of web search engines as digital information 

retrieval systems, it is essential to understand the basics of how their technical software parts are 

developed and function.  More specifically, understanding the roles that software parts play in the 

development and usage of a web search engine correlates to an understanding of the vastness and 

power Google can hold over userôs digital self profiles, and the privacy concerns that arise through 

the application of these features.  Understanding the following terminology and concepts allowed 

for the research to take on a more technical perspective, with a critical eye for analyzing the 

tracking, collection, and aggregation of user input or user-related information, as well as how an 

engine can manipulate these elements.  

Web search engines incorporate numerous elements that work interdependently.  Each part 

has a particular function and plays an individual role in this process, while at the same time 

contributing to the overall engine.  To begin, is important to differentiate between the two types of 

components that overarch and comprise the way a web search engine delivers results:  the query 

process and the indexing process.  According to Croft et al., these two components are separate, but 
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also dependent upon each other in order for the engine to function.  ñSearch engine components 

support two major functions, which we call the indexing process and the query process.  The 

indexing process builds the structures that enable searching, and the query process uses those 

structures and a personôs query to produce a ranked list of documents,ò (Croft et al. 14-15).  Here, it 

is evident that the two processes working together deliver the search results to the users. 

First, the query process provides an interface between the user and the search engine 

technology, allowing them to see what results have been suggested as answers to their query.  As 

briefly mentioned above, the query process includes a question asked by the user that is answered 

through a presentation of ranked potential solutions.  The results are ranked on the results page after 

submitting the query of the userôs choosing.  Beyond the results page, users are not able to see any 

component of the indexing process. 

Second, the indexing process is a back-end development for creating the database from 

which results are extracted and presented to the user.  The index is essentially a copy of the Internet, 

so to speak.  A search engineôs developers copy documents from the Internet and collect them into a 

database.  This indexing process is never touched by the user.  This index database is the place from 

which the engine retrieves results from, and thereafter rank them for users to view on the interface 

page.  Therefore, when a user types a query into a web search engine, the results they are shown are 

ranked documents directly taken from the index that are deemed useful and relevant by the search 

engine.  According to Croft et al., there is a very specific technical process developed to ensure that 

an index is both created and managed properly. 

ñThe task of the text acquisition component is to identify and make available 

the documents that will be searchedé.the text transformation component 

transforms documents into index terms or features.  (Index terms, as the 

name implies, are the parts of a document that are stored in the index and 

used in searching.)...The index creation component takes the output of the 

text transformation component and creates the indexes of data structures that 

enable fast searching,ò (Croft et al. 14-15).   

Indexes are therefore databases that store documents based off of index terms that make them more 

easily retrievable for the engineôs code to identify. 

The technical tool that web search engines use to copy the Internet into their index is called 

a ócrawlerô.  The engineôs ócrawlersô are released into the Internet in order to identify new pages 

that can be copied into the index, and additionally to update previously entered pages.  In addition 
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to ensuring that crawlers are able to find as many document pages as possible, making sure that 

crawlers are also finding the most updated versions of each of these document pages takes a 

substantial amount of resources and time.  ñIn many applications the crawler component has the 

responsibility for identifying and acquiring documents for the search engineéA web crawler is 

designed to follow the links on web pages to discover and download new pages,ò (Croft et al. 

17).  This ensures that pages are always in the most updated format to best answer user queries. 

Moreover, the query process and the indexing process connect through the implementation 

and usage of a software element called an óalgorithmô.  It is the user interaction that brings these 

two processes together to utilize the ranking algorithm for search results.  There are algorithms 

specifically for finding the document within the search engineôs index, and other algorithms for 

ranking them in a specific order determined by the code.   

When a user submits a search query within the web search engine, the engineôs algorithms 

begin working.  In his article entitled The Relevance of Algorithms, Gillespie defines an algorithm 

as a coded tool formula, almost like a recipe of ingredients.  ñAlgorithms need not be software:  in 

the broadest sense, they are encoded procedures for transforming input data into a desired output, 

based on specified calculations,ò (Gillespie 167).  According to Cheney-Lippold, ñThrough 

algorithms, commonalities between data can be parsed and patterns within data then identified and 

labeled,ò (Cheney-Lippold 168).  Essentially, algorithms are written and generated lines of code 

designed for a specific purpose and function.  Therefore, search engine companies in particular 

design their own algorithms in order to retrieve information for their unique combinations of query 

and indexing processes.  In other words, a web search enginesô algorithms can be considered the 

órecipeô of instructions for presenting its results page, óthe mealô. 

According to Croft et al., there is written code dedicated to each algorithm, which must be 

interpreted for each individual submitted query.  ñThe user interaction component provides the 

interface between the person doing the searching and the search engine.  One task for this 

component is accepting the userôs query and transforming it into index terms,ò (Croft et al. 15-

16).  Through this logic, it is important to understand that not all algorithms are the same.  While 

many may have similar lines of written code, each are developed for interpreting and transforming 

different code and for different purposes.  ñAlgorithms are inert, meaningless machines until paired 

with databases on which to function,ò (Gillespie 169).  Only when paired with a function can an 

algorithm truly come to life to fulfill its goal.  In the case of search engines, the algorithms come to 
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life when prompted with the user interaction search query function to delve into the index and 

retrieve and rank results. 

The mechanical terminology within a search engine is vital to understand in this study, 

because it serves as a launching point from which the conversations about web search engine 

privacy, user behavior, and the digital self can be expanded in terms of Google.  Understanding the 

search query process is vital for comprehending how vast of an amount of people ask Google for 

query fulfillment.  Understanding the meaning of an index is also essential, as Google is a search 

engine that creates its own index, and has one of the largest, thereby enabling it to copy more from 

the Internet and have a broader spectrum of potential answers to queries.  Crawlers are relevant 

because they directly relate to Googleôs power over Internet browsing.  Part of the reason Google 

has gained widespread authority is because it has had the most capacity and resources to release and 

manage the most crawlers to copy the Internet at a faster rate than other search engines have been 

able to.  They also have more power and resources to make sure that this index copy is updated 

regularly, thereby refreshing their pages more quickly and producing more updated results.  Both of 

these aspects contribute to óthe relevanceô factor in user needs, as people often return to an engine 

that feels as through their queries have been properly answered previously.  From these terms and 

the others explained, it is also possible to move further into how they are applied in relation to the 

Googleôs specific search engine. 

 

1.3 Googleôs Authority 

 

Google has become the most widely used web search engine in history.  According to 

Schneier as of 2016, ñGoogle controls two-thirds of the US search market,ò (Schneier 68).  In 

particular over the past decade specifically, this number continues to grow, and Google has become 

somewhat of a monopoly.  Though the company itself may deny the nature of this monopoly, 

claiming that there are other search engines in their realm of competition, other engines do not 

come nearly as close in terms of share of the market.  Today, to ask most Internet users to stop 

using Google could be synonymous to stopping their most easily accessible flow of 

information.  The web search engine has gained so much popularity that the brand itself has become 

synonymous with the verb of searching on the Internet. 

ñGoogle is synonymous with search and search engines, the same way Q-tips 

are synonymous with cotton swabsébut the brand and corporate names are 
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so powerful that they have become interchangeable.  The brand names have 

outweighed the name of the products themselves.  Itôs no wonder that the 

name Google has turned into a verb that is so commonly used in peopleôs 

day-to-day speech,ò (Bradley 23).  

The verb ógoogleô was officially added to the Oxford English Dictionary (OED) in June of 2006, 

(public.oed.com).  Since then, the verb has caught on in modern English language, truly embodying 

the essence of search engine behavior. 

Additionally, Google has gained so much popularity that its usage has somewhat replaced 

the idea of óthinkingô or óknowingô with using the search engine to find a thought or 

answer.  According to Lynch in his book, The Internet of Us, this type of usage of the verb ógoogleô 

contributes to the notion of his coined term, óGoogle-knowing.ô  Often times in an in-person 

conversation, one may stop to ógoogleô information that may be pertinent to the conversation at 

hand (Lynch 23).  Perhaps one may have forgotten a term or name, or rather they would like 

supplemental information about the topic they are speaking on.  ñThe engine diagram I can call up 

on my phone can be consulted again and again,ò (Lynch 23-24).  óGoogle-knowingô offers its users 

an accessible service that delivers instantly.  

On the surface level, this popularity, new verb usage, and new way of ad-libbing to 

everyday conversation may seem somewhat harmless.  However, digging deeper reveals that 

Googleôs widespread prevalence is infiltrating the way users behave and think as humans, pushing 

them further into technological dependence on its platform.  As Lynch states, ñUnderstanding is a 

necessary condition for being able to explain, and explanations matter,ò (Lynch 182).  óGoogle-

knowingô is only a shallow type of understanding.  The difference from actual óknowingô hinges 

upon the idea that óknowingô is based off of memory and a deep understanding of information, not 

surface level facts that can be forgotten in an instant.   In utilizing the verb ógoogleô and practicing 

the concept of óGoogle-knowingô in daily conversations and interactions, users legitimize the 

engineôs predominance over the way we receive and talk about information, the type of information 

it is, and our privacy surrounding it.  

One of the main reasons Googleôs predominance in the modern search engine market is so 

notable is because of the control and manipulation they employ on their technical features of in 

order to achieve more ópersonalizedô search results.  As mentioned in the mechanics section 

previously above, the combination of Googleôs specific search engine algorithm, as well as their 

crawlersô capacity, determine how and why users receive certain results.  This manipulation allows 



  Mangione 20 

  Masterôs Thesis 

for Google to exhibit specific types of control over the flow of information through their search 

engine.  Therefore, Googleôs popularity speaks to the idea that many users stick with it because they 

marvel at the engineôs specificity, as well as the relevance that comes with its personalized 

search.  Personalized results are a factor of Googleôs popularity, because they address the 

órelevanceô factor in user needs. Often, people will return to an engine that feels as through their 

queries have been correctly answered.  However, the next two sections will explore the inner 

workings of personalized results, and how Googleôs popularity does not warrant it exempt from 

privacy concerns.  

 

1.4 Googleôs Ranking of Results 

 

This section will focus on how Google specifically utilizes the technical elements behind 

their ranking algorithm, and how these elements contribute to inherent privacy concerns. 

Firstly, Googleôs search engine algorithm includes a specific ranking formula that has yet to 

be explicitly released to the public.  This algorithm is somewhat of a secret blueprint for why users 

receive the specific search query results that they do.  According to Googleôs privacy policy, the 

word óalgorithmô is only mentioned once, and in a non-specific manner stating, ñWe also use 

algorithms to recognize patterns in data,ò (policies.google.com/privacy).  Because the nature of this 

algorithm is so sensitive, very few fully understand how it works in recognizing patterns in 

data.  For this reason, it is natural to infer that Googleôs algorithmic code is a large contributor to 

why it remains so popular, widely accessed, and with relevant results.  To be fully and absolutely 

transparent and give away their algorithm for success would essentially mimic giving away a secret 

recipe for other web search engines to mimic this success.  However, Google does claim that 

transparency is important to them as a company.  In order to increase this transparency with their 

users, Googleôs privacy policy does indeed list the intentions of their algorithm 

(policies.google.com/privacy).  Within this policy, a generalized outline of how Google ranks 

results can be found, and will be interpreted in this section. 

For the majority of Googleôs early life, their original PageRank algorithmic formula was 

utilized in order to match user queries with the results they were looking for.  Essentially, PageRank 

was able to determine which document sources from Googleôs index were more authoritative than 

others.  ñMost of us assume that when we Google a term, we all see the same results--the ones that 

the companyôs famous PageRank algorithm suggests are the most authoritative based on other 
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pagesô links,ò (Pariser 2).  According to Gillespie, the development of PageRank built the logic 

that, ña page with many incoming links, from high-quality sites, is seen as óratifiedô by other users, 

and is more likely to be relevant to this user as well,ò (Gillespie 178).  As Pariser and Gillespie 

point out, PageRank was indeed a part of Googleôs algorithmic measurements, determining which 

documents would match user searches best:  based off of what other Google users deemed credible 

for similar search queries, as well as what pages have been visited the most often from the best 

sources.  While PageRank was in part responsible for Googleôs rise to web search engine success, 

this approach indeed had its flaws with a ópopulistô format towards web search.  However, perhaps 

seeing the populist drawbacks of votes on pages, Googleôs algorithmic approach pushed PageRank 

further.  Google decided to make alterations to this original algorithmic formula in December of 

2009, marking a major shift in web search engine results forever. 

What began on December 4, 2009 was the onset of Googleôs current search result ranking 

strategy and formula:  personalized search results for every Google user.  According to Pariser, the 

induction of Googleôs personalized results came about somewhat inconspicuously, with very little 

insight into what the future might hold for this type of ranking. 

 ñFew people noticed a post that appeared on Googleôs corporate blog on 

December 4, 2009.  It didnôt beg for attention--no sweeping pronouncements, 

no Silicon Valley hype, just a few paragraphs of text sandwiched between a 

weekly roundup of top search terms and an update about Googleôs finance 

software...the headline said it all: ópersonalized search for 

everyoneô.  Starting that morning, Google would use fifty-seven signals--

everything from where you were logging in from, to what browser you were 

using to what you had searched for before--to make guesses about who you 

were and what kinds of sites youôd like.  Even if you were logged out, it 

would customize its results, showing you the pages it predicted you were 

most likely to click on,ò (Pariser 1-2). 

At the time, the change was brought up as a sideline feature.  The Google user interface changed 

very little, meaning that this algorithmic change may not have been as easy to spot at 

first.  ñChanges can occur without the interface to the algorithm changing in the slightest,ò 

(Gillespie 178).  However, soon this change rattled the Silicon Valley, and would have lasting 

effects on each and every individual Google user.  From that point forward, personalization became 

the new way in which users could receive results for their search queries.  In addition to the populist 
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nature of click-ranking, results would now be ranked by what each individual user might find 

personally relevant.  ñGoogleôs announcement marked the turning point of an important but nearly 

invisible revolution in how we consume information.  You could say that on December 4, 2009, the 

era of personalization began,ò (Pariser 3).   

According to Google, the fifty-seven signals they would use to deliver results would remain 

somewhat anonymous in order to preserve their algorithmic formula.  Additionally, the number of 

signals that they utilize has grown since their first announcement and continues to with each passing 

year.  Lastly, and somewhat most importantly, user results are tailored specifically to one as a user, 

and one would no longer receive the same exact results as another Google user.  ñNow you get the 

result that Googleôs algorithm suggests is best for you in particularðand someone else may see 

something entirely different.  In other words, there is no standard Google anymore,ò (Pariser 

2).  This shift would be implemented by a technical change to the ñscoring componentò of the 

ranking algorithm that allocates a score for documents to be ranked in a specific order (Croft et al. 

25-26).   All of Googleôs fifty -seven plus signals are therefore being used to contribute to this 

scoring component, in order to personalize search. 

The expansion of the Google PageRank standard brings to light a number of critical privacy 

issues with the search engine, related to personal profiling and advertising methods.  Googleôs 

personalized search can be understood as having a critical influence on user privacy as seen through 

the two lenses of profiling and advertisements.  Therefore, the mechanics of both of these will be 

explained below. 

 

1.5 Googleôs Personalization and Profiling 

 

This section will focus on how Google specifically utilizes the technical elements behind 

their personalized results and profiling of users, and how these elements contribute to inherent 

privacy concerns. 

The end of December 2009 marked the beginning of the new era of the personalized Google 

search engine.  While Google themselves outlined this idea, the process of how they are able to 

deliver this is not necessarily public knowledge.  Therefore, a combination of literature from 

Googleôs privacy policy, as well as numerous experts in the academic field and business, must be 

combined in order to grasp more specifically how it works, as well as its consequences. One of the 
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important techniques that Google utilizes to create personalized results is the collection of user 

personal information. 

There are numerous ways in which Google is able to collect its usersô data.  Gillespie 

outlineôs Google massive network and resources for obtaining user data. ñIt invites users to provide 

personal and social details as part of their Google+ profile.  It keeps exhaustive logs of every search 

query entered and every result clicked.  It adds local information based on each userôs location.  It 

stores the traces of web surfing practices gathered through their massive advertising networks,ò 

(Gillespie 170).   Google themselves affirms this within their privacy policy.  Google is transparent 

in owning up to ócustomizedô search results both while users are logged into Google-affiliated 

accounts, as well as when they are not logged into them.   

ñWe use the information we collect to customize our services for you, 

including providing recommendations, personalized content, and customized 

search results...When youôre signed in to your Google Account and have the 

Web & App Activity control enabled, you can get more relevant search 

results that are based on your previous searches and activity from other 

Google services...You may also get customized search results even when 

youôre signed out,ò (policies.google.com/privacy).  

In affirming this, Google thereby is acknowledging that their signals and identifiers do indeed 

collect user data in order to provide personalized results.  Therefore it is possible to conclude that 

any information a user provides, or in some way associates with on Google, has the potential to be 

tracked, stored, and aggregated. 

Googleôs privacy policy goes on to explain one of the ways in which they complete this 

tracking:  through the collection of óidentifiersô about the user through their provided information, 

inferred information, and preferences while using all platforms in their services.  Identifiers are 

often hidden and stored in ócookiesô which Googleôs privacy policy confirms are planted onto a 

userôs device when they make a search query. (policies.google.com/privacy).  According to Wacks, 

cookies enable Google to recognize if the device has ever interacted with the service before, as well 

as the data that has been input or inferred about the user while utilizing the site with the cookie. 

ñThey [cookies] enable the website to recognize the visitorôs computer as one 

with which it has previously interacted, and to remember details of the earlier 

transaction, including search words, and the amount of time spent reading 

certain pages.  In other words, cookie technology enables a website--by 
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default--furtively to put its own identifier into my PC permanently in order to 

track my online conduct.  And cookies can endure; they may show an 

extensive list of website visited during a particular period.  Moreover, the text 

of the cookie file may reveal personal data previously provided,ò (Wacks 14). 

It is vital to understand the relevance of ócookiesô in collecting user information, as they are one 

way through which Googleôs ranking algorithm may make decisions to determine which results are 

most likely to be applicable to certain users. 

In addition to cookies, Googleôs privacy policy also explicitly states that monitored user 

activity is tracked, stored, and aggregated for each individual search engine user.  This activity 

refers data such as, ñwhat we like, whom we love, what we read, how we vote, and where we 

protest,ò (Harcourt 1).  The activity that they collect is claimed to be used in order to provide further 

personalization for each user. 

ñWe collect information about your activity in our services, which we use to 

do things like recommend a YouTube video you might like. The activity 

information we collect may include: Terms you search for; Videos you 

watch; Views and interactions with content and ads; Voice and audio 

information when you use audio features; Purchase activity; People with 

whom you communicate or share content; Activity on third-party sites and 

apps that use our services; Chrome browsing history youôve synced with your 

Google Account,ò (policies.google.com/privacy). 

Here in this excerpt, Google is careful to speak about the collection of user activity, and gives an 

example of how it could be used to recommend a web video to a user.  Perhaps, this video may 

seem harmless at first thought.  However, Google is applying this same logic in types of 

recommendations to the search results of their users through the collection of these types of data, 

which may seem more intimidating or loaded to suggest in this policy. 

Google speaks openly and transparently about their ócollectionô of user data.  However, 

they do not speak openly about how this information is aggregated into a profile about each Google 

user.  The collection itself is noted, but the company ultimately gives few clues as to how this data 

is used in profiled format.  All of the data Google collects is aggregated into one place, a profile, 

that can be used to describe and represent each individual Google user, as well as make judgements 

and decisions about what they may like, dislike, or do.  Within the context of this study, this profile 

will be referred to under the term óthe digital self,ô which will be further analyzed in the coming 
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chapter.  Googleôs form of digital machine profiling of its users into a digital self is illustrated by 

both Elmer and Bucher.  ñSuch is the work of óprofiling machinesô [Elmer, 2004] that produce 

detailed consumer profiles to anticipate future needs. These forms of algorithmic profiling thrive on 

the continuous reconfiguration of identification and personalized forms of surveillance,ò (Elmer in 

Bucher 34).  Profiles of users thereby thrive on the algorithmic collection of user data from 

personalized monitoring, which feeds the idea of who a person may be, and what decisions can be 

made for them.  Additionally, according to Cheney-Lippold, the more often this is done, the more 

Googleôs algorithm has the potential to learn and compute similar collection situations, thereby 

further molding the imaged profile of the user. 

ñAs the capacity of computers to aggregate user data increases and 

algorithms are improved upon to make disparate data more intelligible and 

useful, the ability for real-time cybernetic modeling to monitor, compute, and 

act becomes more efficient.  So as more data is received about a certain 

userôs behavior online, new coded computations can be done to change who 

the user is believed to be and what content that user might desire,ò (Cheney-

Lippold 168). 

Additionally, Cheney-Lippold goes on to explain that this can be accomplished through a series of 

categories that users are separated into, and matched to based off of their profiled collected 

data.  Accordingly, when data is algorithmically categorized in profiles this way, it limits the 

individual to the confines of the algorithmic profiled categories, and leaves very little room for 

excess meaning or contradictory interpretations. ñBy using these dividual fragments, a subjectôs 

identity can be articulated according to the programmed rationale of the algorithm,ò (Cheney-

Lippold 170).  In this way, Googleôs profiling of users forces them to conform to certain 

characteristics, thereby insinuating that the digital versions of themselves match the analog, human 

versions of themselves. 

The techniques through which these categories are filtered are called adaptive and 

collaborative filtering.  According to Croft et al., adaptive filtering comes from the idea of dynamic 

user profiles:  the profile is constantly being updated as time goes on, with new data input by the 

user or automatically based on their activity (Croft et al. 432).  Additionally, collaborative filtering 

then considers the relationships among different usersô profiles and matches like users with like 

advertisements and results (Croft et al. 436).  
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It is from this exact logic, that which a pathway is paved into how Googleôs collected digital 

self profile data is utilized to create personalized results.  The main goal of Googleôs personalized 

search results is not just to present individual users with what might be particularly important to 

them and their search queries.  This personalization can indeed provide a desirable service, 

however, it does so at the expense of the privacy of users through targeted search engine 

advertisements. 

According to Croft et al., there has been and continues to be much research regarding the 

development of algorithms to maximize the profits of ad campaigns that are tailored to certain 

search engine users with particular data categorizes attributed to them in their digital self 

profiles.  ñAdvertisements are not selected solely based on their ranking in a simple text search.  

Instead, advertisers bid for keywords that describe topic associated with their product.  The amount 

bid for a keyword that matches a query is an important factor in determining which advertisement is 

selected,ò (Croft et al. 222-223).  Therefore, if a userôs profile contains any of these keywords, 

previous searches, or factors, and advertisement has the potential to be scored as relevant to them or 

not.  These advertisements will then appear in the personalized ranked search results for the 

individual, and will often stand closest to the top of the page for easy click-access. This is essential 

for understanding how Google functions and generates profit, as the more personal information that 

is collected, the more advertisements that are satisfied and successful through search responses, and 

consequently the more revenue Google is able to obtain. 

ñIf you sign up for anything and it isnôt immediately obvious how theyôre making money, 

theyôre making money off of you,ò (Dance and Rosenberg, nytimes.com).  Perhaps in a fitting 

manner, the New York Times article entitled, óYou Are the Productô sheds light on the notion that 

ófreeô online digital services that do not ask for monetary payment, are often exchanging another 

type of currency:  user data.  It is through this logic that the digital self can be understood as being 

utilized by Google to create ópersonalizedô search results that include advertisements directed at 

specific individuals.  In this sense, Google can be seen as a type of ñdata broker,ò that sorts users 

into ñmarketable categoriesò by their user data (Schneier 62).  ñWe use systems that spy on us in 

exchange for services...If something is free, youôre not the customer; youôre the product,ò (Schneier 

62).  As users continue to search with Googleôs engine, their digital selves grow and flourish with 

more data input.  As this data accumulates, Googleôs algorithms are able to guess which category an 

individual might fall into, and which advertisements in turn might be relevant. 
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In his book, The Googlization of Everything, Vaidhyanathan substantiates this. 

Vaidhyanathan dissects the disguise of relevancy and personalization, theorizing that it is just a 

camouflage to gain more revenue from targeting ads.  He claims that one of the grounding practices 

of Google is ñthe massive accumulation of data on consumer and citizen preferences, the ability to 

accurately and precisely target small advertisements for small services for a small fee billions of 

times per day, and the appearance of offering access to information for no monetary cost,ò 

(Vaidhyanathan 59).  As Google creates partnerships with advertisers, the advertisements from 

these companies are matched with user data and digital self profiles that they may in turn be 

relevant for.  Because Google makes a profit, ñby using our profiles to present us with 

advertisements keyed to words we search, precision is its goal.  Google wants advertisers to trust 

that the people who see their paid placements are likely customers for the advertised products or 

servicesé.The more Google knows about us, the more effective its advertising services can be,ò 

(Vaidhyanathan 83).  When Googleôs privacy policy claims to collect data for personalized results, 

they fail to properly describe the full effects that this personalization will also lead to the 

personalization of advertisements as relevant results.  Therefore, they fail to describe that this 

collection and aggregation of data could be considered a violation of privacy by each user. 

Vaidhyanathan also speaks to the óego-centricô attitudes towards modern advertising and 

modern Internet usage, in which personalization is highlighted and encouraged. ñThe emphasis on 

óyou,ô however, is only a smokescreen for what is actually happening online...The Googlization of 

everything entails the harvesting, copying, aggregating, and ranking of information about the 

contributions made by each of us,ò (Vaidhyanathan 82).  Here, Vaidhyanathan explains the true 

goal behind the personalization and profiling technical software involved in web search engines.  

The ósmokescreenô that he speaks about is a tactic for eliciting users or customers into using Google 

on the basis that it will be whatôs best for them specifically.  This hinges upon the human need to 

feel special and unique.  However, in our quest to towards feeling special, Vaidhyanathan claims 

that we are in fact exposing ourselves and personal information, and losing our sense of privacy. 

The combination of not revealing their exact search result algorithms, the aggregation of 

user data into digital self profiles, and the usage of this data for targeted advertisements brings 

Googleôs practices to light.  Understanding the mechanics of how search engines in general work, 

as well as how Google specifically works, lays the groundwork for understanding the theories of the 

digital self and how Googleôs personalized search engine results collect user information to create 

it.  Through the understanding of this software, tools, and mechanisms, the roles of privacy and the 
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digital self will come to light in the next chapter of this study.  As Nissenbaum suggests, as the 

understanding of these mechanics and theories grows, the more one may tend to worry about 

privacyôs role in search engine behavior and the digital self, ñInevitably, as our awareness of this 

landscape grows, so grows a sense of privacy under assault,ò (Nissenbaum 44). 
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Chapter Two 

 

 

2.0 Privacy, Personal Information, & the Digital Self 
 

2.1 Defining the Nature of the Digital Self 
 

As mentioned previously, under the guise of personalized search, Google tracks, stores, and 

aggregates data about its users into individual profiles.  These profiles, referred to as the digital self, 

are used to make assumptions and decisions for them regarding what they may be relevant to 

them.  The digital self can therefore loosely be defined as an algorithmically determined online 

profile compiled of data both inserted and aggregated by and about a Google user. Pariser 

eloquently defines it as ñGoogleôs theory of you,ò (Pariser 114). 

The essence of the digital self can be connected to the grounding theories within the field of 

psychology, as well as those from information ethics.  An important discussion within this study is 

if the digital self is indeed being used to personalize Google search results and make assumptions 

about users, is it truly an accurate picture of who they are?  In order to dissect this argument, one 

must begin at one of the primary theories in psychology:  the theory of the self.  When speaking 

about the digital self, it must be acknowledged that the essence of the internal self must be brought 

into question.  Within the context of this study, and through this psychological lens, the digital self 

can therefore be interpreted as a representational, faux self, built by Google in order to make 

assumptions and decisions about the individual behind the profile. 

While the field of psychology has determined numerous and expansive concepts of the self, 

two in particular will be explained for the purpose of this study.  Here, the nature of the 
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órepresentationalô and ófauxô terminology is based on the theory of Freudôs ósuper-egoô as well as 

the theory of óinternalizingô.  This theory is foundational to the field of psychology, and since has 

been built up and outwards upon.  The super-ego can be defined as the part of the analog self that 

internalizes actions and values from the outside world, and brings them into the individual as part of 

the self, (Freud in Bernstein 427).   The process of internalizing speaks to the idea that the 

individual builds their own self based off of how they view and are influenced by society around 

them (Bernstein 427).  Each time an individual takes in an element from society, they are 

contributing to the structure which is their self:  built off of how they uniquely see and interpret the 

world.  The individual themselves is alone capable of doing this.  While others can influence them, 

they alone are able to internalize the outside world into their own self. 

This theory is essential to dissecting the concept of the digital self profile created by 

Google.  Following this logic, the digital self cannot be a truly and completely accurate 

representation of the individual userôs internal self, because that individual user did not create 

it.  While the user does indeed contribute to their digital self profile through providing their own 

search queries, they are not the sole creators of it.  This boils down to the simple notion that rather 

than the individual taking in the world around them as part of their own self, as in Freudôs ósuper-

ego,ô Google does the exact opposite.  Instead, Google works backwards and collects parts of the 

individual.  Therefore, the digital self cannot be a completely accurate representation of the user, 

because it is built by the digital algorithms and technology of Google, not the users 

themselves.  Because it is not built by the users themselves, the accuracy can indeed be called into 

question.  Although a user may have a biased vision of themselves, they still built this psyche 

internally, so they have more of an accurate idea of who they are as a person than Google. 

 Therefore, similarly to how Pariser states, the digital self is more of ñGoogleôs theory of 

you,ò meaning, who you might be, not who you actually are as a self.  Through this theory the 

digital self is merely a reflection of a societally perceived self through the perspective of 

Google.    The digital self profile can therefore be best interpreted as a look inside a window as to 

who a person might be.  It is not the self, but rather can give insight into the self. 

A number of theorists in the field of information ethics and privacy correlate with this 

interpretation of the digital self, claiming that users cannot be reduced to their data as a completely 

accurate interpretation them.  Pariser in particular is outspoken in his theories, claiming that as 

personalization technology continues to develop, users will have to trust companies such as Google 

to make judgments about who they are, although these judgments may not always be completely 
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accurate.  Pariser claims that user digital selves ñ...are pretty poor representations of who we are, in 

part because there is no one set of data that describes who we are,ò (Pariser 115).  According to 

Pariser, Googleôs algorithmic filtering interprets user click signals as inferences of what users like 

or dislike (Pariser 114).  But clicks do not necessarily equate to what a user actually likes or 

dislikes.  Pariser continues, that the digital self cannot ever be completely accurate through 

algorithmic profiling and personalizing methods because,  ñTo personalize, well, you have to have 

the right idea of what represents a personé.Personalization requires a theory of what makes a 

person,ò (Pariser 113).  In Pariserôs theory, the theory of what makes a person goes beyond 

collected data.  His theories coincide with that those of privacy theorist Solove, who additionally 

claims that the digital self data cannot ever tell the whole story about an individual. ñInformation 

about our property, our professions, our purchases, our finances, and our medical history does not 

tell the whole story...We are more than the bits of data we give off as we go about our lives,ò 

(Solove in Pariser 115). 

One of the grounding theorists for this study is Nissenbaum, whom affirms theories by 

Pariser and Solove.  In her book, Privacy in Context: Technology Policy and the Integrity of Social 

Life, Nissenbaum speaks about her theories of the dangers of the nature and essence of the digital 

self by aggregating data into profiles.  She additionally claims that these profiles have the potential 

to leave out information of circumstance, and warns of specific dangers behind data 

aggregation.  ñCircumstances, understandings, or even policies that surround them individually may 

not apply to them with the information is in an aggregated form,ò (Nissenbaum 43-

44).  Nissenbaum claims that the aggregating data in the digital self is a prime example of this form 

of profiling, leaving little room for interpretation or fluidity beyond the raw data sets that are 

collected.   

Additionally, Nissenbaum points to Googleôs particular usage of digital self data as a form 

of data mining or knowledge discovery in data.  Nissenbaum states that this practice, ñutilizes large 

data aggregations to draw inferences about individuals, (Nissenbaum 44).  She also states that these 

techniques, ñsearch for emergent relationships about attributes in data sets. Individuals are clustered 

into groups based on common patterns that are discovered in the data, thereby augmenting the range 

of predictive variables,ò (Nissenbaum 44).  While not stated directly within their privacy policy, 

Google utilizes this technique from digital self profile data within their algorithmic code for search 

results.  Her claim is that this practice neglects the theory that humans are more than their profiled 

data, and claims that it fails to recognize ñhuman ingenuity,ò and ñhuman prejudiceò when taking 
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these patterns into account (Nissenbaum 44).  Therefore through Nissenbaumôs logic, the digital 

self cannot be a completely accurate image of a userôs self because of the natures of human 

variations being left out of the data.  While data can of course be updated and added to 

continuously, technology and Google in particular have yet to create a method for updating data 

precisely based on user mood and particular circumstances.  The self is indeed fragmented, 

extended and fluid, meaning that the digital self cannot collect data and assume that it will always 

be applicable in every digital search query situation.  

Freud, Pariser, Solove, and Nissenbaum each contribute theories in favor of illustrating that 

this digital self is not a completely accurate representation of a Google userôs actual self because not 

only do they not create it themselves in a psychological sense, but the data that is aggregated is not 

capable of observing all of the intricacies of human behavior and activity at this point in 

time.  Pariser sums up these theories suitably, stating that, ñWe are now in the uncanny valley of 

personalization.  The doppelganger selves reflected in our media are a lot like, but not exactly, 

ourselves...There are some important things that are lost in the gap between the data and reality,ò 

(Pariser 115). 

 

2.2 Informational Context within the Digital Self:  
 

Freud, Pariser, Solove, and Nissenbaumôs arguments lead into the next set of theories that 

focus more specifically on examining the factor of context within privacy and the digital 

self.  Within the context of this study, it has been noted that the digital self cannot be a fully 

accurate picture of an individual, but that it can give insight into whom the user might be.  

However, even though the digital self is not completely representative of a user, it is still be used to 

make decisions and judgements for Google users within the results of their search queries and 

beyond.  One natural discussion to bring forth from this logic is that, in terms of privacy, it does not 

matter at all if Googleôs digital self is accurate or inaccurate, because it will used to make 

assumptions about individuals regardless.  Both accuracy and inaccuracy are misleading in the 

sense that both possibilities still allow for misinterpretation of data to occur (Wacks 14). 

The more Google systemôs algorithms learn from user data collection, the more they 

associate that individual with certain behaviors to identify with them.  This in turn fosters a 

mechanism, ñin which a small initial action...indicates that youôre a person who likes those kinds of 

things,ò (Pariser 127).  This then falsely assumes an accuracy match to user profile data with their 

clicks.  Similarly, the work of Sille Obelitz Søe, a postdoc in the field of information ethics and the 
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philosophy of information at the Institute for Information Studies at Copenhagen University, 

corresponds to these theories within the context of this study.  In order to supplement her 

corresponding theories on this topic within her published works, an interview was conducted with 

Søe further analyze the nature of the aggregated information within the digital self, and why it could 

be misleading. 

Søe argues that the information contained in Googleôs digital self should not necessarily be 

used to accurately or inaccurately indicate something about an individual, because it assumes that 

there is a complete truth value it, which is not always case. 

ñAn idea of information as objective and truthful: something which exists in 

the world and could accurately indicate something.  And thatôs the idea of 

information that I criticize...Information is more like representational content:  

which can be true, or it can be false.  It might not even have a truth value. So 

to me, the idea of information as digital footprints which accurately tell 

something about the individual that left them is misguidingéA profile might 

be misleading because it is based on the idea of information as digital 

footprints that might not be correct,ò (Sße, Interview). 

Sßeôs claim of information as representational content affirms the theories of Freud, Pariser, Solove, 

and Nissenbaum, asserting that the digital self is therefore not completely accurate, but rather can 

give insight to a user.  Søe advances, postulating that if the content is merely representational, it 

should not automatically be treated and used as if it were completely accurate. 

Further, the claim that the data within the digital self profile is representational and does not 

need to hold a truth value gives passage to the idea that information is best understood within its 

original context. 

ñWhen data and information is collected and pooled [into the digital self 

profile] it is taken out of the context.  Sometimes just taking some 

information from one context and moving it into another context might be 

misleading because it is the context which gives the information 

meaning.  And when you shift the context, you also shift the meaning of the 

information itself,ò (Sße, Interview).      

Because Googleôs digital self contains aggregated data that is collected and pooled from copious 

types of user signals and activities, the nature of this data is compiled out of its original context 

within the profile.  As Søe points out, when this user information is compiled, the meaning 
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surrounding the context of the information is lost in transition, and cannot be read or inferred within 

the new profile.  According to Nissenbaum, ñContexts are not formally defined constructs, but...are 

intended as abstract representations of social structures experienced in daily life,ò (Nissenbaum 

134).  Therefore, when the context is lost, the abstract circumstances from reality are also 

missing.  Therefore, the digital self cannot be used to make assumptions and decisions about the 

truth or accuracy of the information at hand, because there is no basis from which to explain under 

which circumstantial context it was identified from.  

Therefore the accuracy or the inaccuracy of the digital selfôs information can only be 

identified when the context and circumstances are understood.  This argument also speaks to the 

larger theory that it can be dangerous and misleading if a Google userôs digital self is accepted or 

established as either accurate or inaccurate.  Because the context of the information is lost once the 

data is aggregated onto the profile, the basis for making decisions to answer search queries for the 

individual user is lost.  Therefore, even though the foundational basis and context are lost, the 

information is still being used to make decisions as if the context were indeed there, with the 

assumption of truth.  Further, it is not pertinent if the nature of this information is truly accurate or 

inaccurate because these judgments will be made by Googleôs algorithm no matter what.  Both are 

dangerous because they are saying something about the individual without the context surrounding 

it:  which means that Googleôs digital self is inherently always open for misinterpretation. 

Further, it is possible to claim that the digital self for each user is indeed biased, as it 

assumes the data it aggregates into each profile is always applicable, always valuable, and always 

true.  This bias is dangerous because it essentially proclaims an image of who Google thinks the 

user might be, without context, clarification, or defense by the user themselves.  When the user is 

not able to defend or explain their digital self, like it is possible to do in reality, they lose control 

over how they are interpreted by Google.  ñ...You can get judged without knowing it and without 

being able to appeal....Because that could happen entirely without your knowledge, youôd never get 

the chance to argue, to prove the prediction wrong, to have the benefit of the doubt,ò (Pariser 

132).  This is an essential argument, as Google claims to give users control and preference over 

their data within this personalization process.  This is not the case, but rather the loss of context 

leaves room for assumptions and predictions that are unable to be fully understood.  Additionally, 

because Google does not release their algorithmic code openly to the public, personalization is often 

opaque and it is not necessarily clear just exactly which decisions are being made on behalf of the 

user within their search results and beyond (Pariser 213).  These decisions and assumptions can 



  Mangione 35 

  Masterôs Thesis 

range from personal preferences and likes, to credit scores and citizenship status, and anything in 

between. 

Some users deliberately employ techniques to try to confuse the Google algorithm in order 

to protect themselves and randomize their results into a less personalized manner, thereby making 

their digital self profile a less accurate version of their self.  Other users attempt to lead the Google 

algorithms as accurately as possible, fearing that if the information will be used to make decisions 

for them, it should be as indicative as possible for fear of dangerous misinterpretations with real 

life, negative consequences.  Søe points out that the decision to mislead the algorithm can be 

difficult for a user who is concerned about their privacy.  ñShould they protect their privacy and 

mislead the algorithms, not knowing what consequences it might have in the end?  Or should they 

try to feed them as accurate information as possible, giving up privacy and still not knowing what 

the consequences are in the end?ò (Sße, Interview). 

As Søe concludes, both of these options leave room for biases misleadings about users, 

which is a threat to privacy and personal information on the whole. 

ñThe most important thing to keep in mind and to continue to discuss is that 

algorithms are not neutral.  They are coded and developed by people. They 

are full of tacit assumptions about the world because they canôt be 

otherwise.  We must constantly debate that.  They might be biased, and the 

results they generate are biased as well.  The profiles generated of individual 

[users] might actually be misleading because of this.  I would like to raise an 

awareness that these profiles are not accurately pointing to individual. They 

might be flawed in ways that we do not know.  Yes, out of data and analytics 

we may find big patterns, but we donôt know if these patterns are accurate or 

what they are pointing to,ò (Sße, Interview) 

Here, the argument connecting the digital self, privacy, and personal information fundamentally 

connects.  Ultimately, because the Google digital selfós information is extracted from its original 

context, it is biased in creating assumptions and making decisions, and therefore cannot be assumed 

as completely truthful and accurate.  Because of the nature the digital self information, the 

individual thereby loses control of their digital self.  When control is lost, judgements are made and 

the importance of privacy and personal information itself are brought into question. 
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2.3 Defining Personal Information  
 

In order to fully understand the role of the digital self within the context of this study, it is 

vital to also understand the theories surrounding personal information and its relationship to 

privacy.  Personal information can be defined in various ways.  Experts have theorized about its 

definition even before the onset of the digital information age.  However, for the purpose of this 

study, one particular definition for personal information will be chosen to represent the nature of the 

data that is aggregated within the digital self. 

According to the European Unionôs 2018 General Data Protection Regulation (GDPR), personal 

information can be defined as such: 

ñAny information relating to an identified or identifiable natural person (ódata 

subjectô); an identifiable natural person is one who can be identified directly 

or indirectly, in particular by reference to an identifier such as a name, an 

identification number, location data, an online identifier, or to one or more 

factors specific to the physical, physiological, genetic, mental, economic, 

cultural, or social identity of that natural person,ò (Article 4, Definitions, 

GDPR).  

Here, the GDPR states their theory that information in itself is not necessarily personal unless it can 

be attributed to a specific individual ñdata subjectò.  Once it is possible to identify the individual 

through the various criteria included, the nature of the information becomes personal.  Wacksô 

theory on personal information is similar, stating that the linkage to the individual is what gives the 

personal connotation.  ñNo item of information is--in and of itself--personal.  An anonymous 

medical file, bank statement, or lurid disclosure of a sexual affair is innocuous until linked to an 

individual.  Only when the identity of the subject of the information is revealed does it become 

personal,ò (Wacks 50). 

Therefore, a direct correlation can be drawn to Googleôs digital self, containing what the 

GDPR and Wacks define as ópersonal information,ô because the information within it directly points 

to a specific, individual, data subject.  A Google user as the data subject can be identified by their 

account if they are signed in, or if they are not signed in, by other identifiers that, as mentioned in 

their privacy policy, Google also keeps track of.  Moreover, the digital self is therefore a collection 

of aggregated, personal information. 

Further, because the information is defined as personal, it opens up the conversation about 

its delicate and sensitive nature, and how it can be used as a form of currency by Google.  This 
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conversation about currency of the digital self profile data leads directly into the next section that 

tackles the concepts of privacy and control within Google.  

 

 

2.4 Privacy & Control 
 

Despite widespread theoretical disagreement on the exact definition, scope, and limitations 

of privacy, there is little uncertainty about the current threat to its preservation within the digital 

information age (Wacks 50).  At its most basic level, the definition of privacy  

 ñembraces the desire to be left alone, free to be ourselves--uninhibited and unconstrained by the 

prying of others... or intrusions upon the óspaceô we need to make intimate, personal decisionsé,ò 

(Wacks 30).  While this definition notes that privacy in general can mean a safe space, it is not best 

suited for this study as it fails to include the important factors of control and choice.  Therefore, 

within the scope of this study, privacy is best described by Friedôs definition.  ñPrivacy is not 

simply an absence of information about us in the minds of others, rather it is the control we have 

over information we have about ourselves,ò (Fried in Nissenbaum 71).  This definition is 

substantiated and pushed further through the informational privacy theory of Westin in Mai, 

claiming that individuals should have the authority to control ñwhen, how, and to what extent 

information about them is communicated to others,ò (Westin in Mai 194).  Through this logic, 

personal information remains private when the individual has control over all aspects of the 

information, including the process of granting or denying other parties access to it.  Further, a 

violation of informational privacy would mean that control over this personal information has been 

somewhat or fully relinquished from the individual that it is attributed to, and they no longer have 

discretion over who has access to it. 

Control over personal information is one of the key factors within this study that determines 

why the personal information within the digital self being used to make judgements is a violation of 

user privacy.  Digital information technologies such as Google are perceived as having privacy 

problems, precisely because of the ways through which aggregated and profiled information bears 

weight on the analog lives of human beings, (Cohen 32).  As Google aggregates more data, the 

individual is less likely to keep control over larger quantities.  This can be viewed as a violation of 

privacy because the information becomes out a reach, nearly impossible for the user to keep track 

of.  The personal information is not just contained within the digital self, but can also be sold to 

third parties, as well as used by Google in numerous circumstances to create personalized 
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results.  The amount of companies, people, and óothersô that have the potential to access the data, 

whether legally or illegally, is immeasurable.  Therefore, the control of the personal information is 

lost, and the userôs privacy has indeed been violated. 

An additional concern about this loss of control is that through this loss, new information is 

being created in the form of assumptions, inferences, and presumptions about the 

individual.  Nissenbaumôs theory on the creation of new information from the digital self sums up 

the argument.  ñOne general worry is that the analysis of aggregated data sets generates information 

about people beyond what is given in the individual data sets,ò (Nissenbaum 44).  The key word 

here is óbeyondô as the inferences attempt to show patterns about the individual that may or may not 

hold truth value further than the data that is already there. ñ....Information providers open such 

[personalization & aggregation] opportunities on an unprecedented scale not by providing databases 

of the same information, but by inferring, inducing, and disseminating new information,ò 

(Nissenbaum 204).  Here, Nissenbaum completely confronts Googleôs attempt to control personal 

information under the disguise of personalization of results, claiming that it is not just the 

information from the digital self that is being shared, but also new predictions that are inferred from 

this original personal information.   

According to Nissenbaumôs theory, defenders of data aggregators such as Google claim that 

the information that they collect into the digital self is already available within the world, and 

simply all put into one place. 

ñThe most common defenses of aggregation practices is that they merely 

pool that which is already freely available in repositories...or freely shared by 

data subjects in the course of transactions with private actors, rather than 

tapping into any sources of sensitive and personal information, or, in fact, 

any new sources of information at all,ò (Nissenbaum 202).   

However, this defense does not hold true within the context of this study.  Because when the 

individual users behind their digital selves lose control over how and how often their personal 

information will be interpreted, then the defense that the data is merely pooled is invalid.  The 

access to the personal data is not a defense for the dissemination of it in different circumstances 

beyond the control of the individual.  Further, the new information inferences that are assumed 

about the individual are not always able to be defended by them, and therefore the control of the 

dissemination is a violation of privacy altogether.  



  Mangione 39 

  Masterôs Thesis 

 As Google has been demonstrated to take the reins of control away from the 

individual, the factor of choice comes into play within the next section as key for understanding 

how users can take it back this control. 

 

2.5 Privacy & Choice, Findx 
  

One of the main defenses in support of aggregating and using data from the digital self to 

make assumptions and predictions about users is that users are never forced to sign up or use for the 

Google service.  Critics claim that because it is a choice, users enter, ñquasi-feudal user 

relationshipsò because of the enormous value they receive from them (Schneier 71). Critics thereby 

claim that if users do not like the way their data is used by Google, then they should quit the 

service.  This argument is not practical for multiple reasons.  First off, as Schneier points out, search 

engines are ñtools of modern life. Theyôre necessary for a career and a social life,ò (Schneir 

72).  When critics claim that ceasing to use Google would be the best way to avoid a digital self 

privacy breach, they ignore that these services are indeed considered customary for a modern 

lifestyle or professional setting.  Yes, users who quit might regain control over their personal 

information.  However, being able to control oneôs personal information should not necessarily 

equate to unplugging from the service entirely.  Additionally, non-Google users would be at a 

disadvantage because of this, and less able to keep up with the speed of others utilizing the service. 

However, this critical defense does bring a new notion to light:  the essential need for choice 

of search engine in order for users to regain control of their digital self personal 

information.  Google claims that users have the power to choose their settings (policies.google. 

com/privacy).  However, these privacy control settings are lacking, providing vague explanations 

and insinuating that users may still be tracked in some form, no matter what controls they 

choose.  Therefore, there is a critical need and call for privacy within the design of Google controls 

that would allow users a choice in privacy settings that they can trust.  Additionally, there is a need 

for alternative search engines that pledge to both deliver accurate services to users in order for them 

to keep up with modern technological times, as well as protect their digital selves:  a practice that 

Google has yet to achieve.  Alternative search engines such as these would therefore best aim to 

eliminate or alleviate the compromise of choosing privacy or convenient access to 

information.  Rather, they would create a transparent and safe alternative for users who would like 

to choose to keep control over their digital selves, while still utilizing effective services. 
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These alternative search engines can be considered a form of ñprivacy-enhancing 

technology,ò (PIT), that are aimed at improving the privacy of uses within the goal and mechanics 

of the technology itself (Wacks 135).  One of the goals of a PIT should be to prioritize transparency, 

so users are able to, ñascertain easily the extent of chattering on their computers, what files have 

been received, their purpose, and their senders and recipients,ò (Wacks 129).  Transparency can 

support user trust in the alternative search engine, thereby returning the reigns of control on the 

digital self to the individual users. 

An example of a search engine that provides a óprivacy-by-designô alternative to Google is 

called Findx.  Privacy-by-design:  meaning that PITs are woven into the engineôs software 

functionality from the start.  Based in the capitol region of Denmark, Findx was developed and 

created as a search engine with a ñprivacy promise,ò (get.findx.com/privacy-/).  The engine takes 

particular software precautions to protect user personal information and data, and also pledges to 

keep privacy as a priority as a company.  An in-person interview with Findxôs Chief Relationship 

Officer, Brian Schildt, was conducted for this study in order to understand and analyze how the 

engine prioritizes privacy. 

According to Schildt, the companyôs goal has never been to compete with the mass 

monopoly of Google.  ñWe cannot build a search engine that can directly compete with Google, but 

at least we can be an alternative to it,ò (Schildt, Interview).  Schildt speaks about Findxôs pledges to 

protect the privacy of those that use their search engine, in particular through the transparency of 

their open code, the formation of their own index, and the elimination of user profiling. 

Firstly, the transparency of their open source code is designed as part of the companyôs 

privacy promise to help create openness and trust with those who use their engine.  ñAnyone can 

look at the search engineôs source code and make sure the algorithms are truly safe, unbiased, and 

secure,ò (get.findx.com/privacy-/).  As Schildt points out, this is a deliberate decision on the part of 

the privacy policy, ñWe are open source, so we donôt have any secrets,ò (Schildt, Interview).  It is 

with this goal of transparency that the company hopes to build trust. 

Secondly, the formation and creation of their own index sets Findx apart from other privacy-

based search engines. 

ñA bigger challenge, instead of making a meta-search engine that gets results 

like DuckDuckGo from Bingéis that we can build our own search engine 

with our own index.  Meaning we have control over the index, we have the 

copy of the Internet, in popular speaking. We show our own results to people 
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using our service, and there are no third parties involved. We donôt get results 

from third parties where we canôt control the ranking algorithm and where we 

canôt say that they are not biased. This is not something that everybody cares 

about. But for us it is a pretty big deal that we are in full control over the 

algorithms and the results that we collect,ò (Schildt, Interview).  

As Schildt points out, creating their own index or ócopy of the Internetô is not a small task, but 

ensures that they separate themselves from other engines, such as DuckDuckGo, that claim to keep 

individual privacy in mind but still use results from larger engines such as Google and Bing that do 

not shield the identity of the user.  Findxôs approach ensures that all the results are from their index 

specifically:  meaning there is no middle man or third party that must be navigated around, through 

which there may be a risk that privacy could be violated. 

Thirdly, the elimination of user profiling is built into the mechanics of the óprivacy by 

designô structure of the Findx search engine code.  The Findx search algorithm was built so that part 

of the IP address that identifies the individual computer that made the search query is taken 

away.  Through this design, it is not possible to correlate particular searches to particular 

individuals. Therefore it is not possible to create a digital self for those who use the engine. ñWe 

donôt create a digital self profile of users.  So it eliminates the idea that it could ever be either 

accurate or inaccurate.  If we donôt collect the information, then the right or wrong profile cannot be 

created,ò (Schildt, Interview).  Here, Schildt points to the idea that because Findx does not collect 

the full IP address, there is no digital self.  Therefore there cannot be any sharing of personal 

information within the digital self.  And further, because there isnôt any sharing of personal 

information, there cannot be any assumptions, misleadings or decisions made about the individual, 

because the new information to make these judgments about them cannot be created from data that 

is not there. 

Therefore, Findx separates themselves from many other search engines, Google especially, 

because profiling by personalization is not a possibility within their óprivacy by designô outlook, 

and they never collect the personal information to do so.  This means that Findx users are given 

back control over their personal information.  In choosing to utilize their services, they are able to 

truly have access to modern search technologies and control of their digital selves, without giving 

up the currency of their digital self data.  For Findx, this individual control is essential for 

understanding the userôs choices.  ñControl is important of us.  We are just the tool and you are in 

control of what you want to see and what you want to allow online,ò (Schildt, Interview).  While the 
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intention is not to compete with Google, Findx can be looked at as a prime example or model of 

how privacy controls can be implemented within the design of an engine, giving the user a choice to 

reveal their personal information, or to keep it to themselves.  Providing choices and options is 

essential for the protection and control of user privacy. 
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Chapter Three 
 

 

3.0 Methodology: A Mixed Methods Approach & Design 
 

While some user research studies focus on the usability of an interface, this study utilizes a 

phenomenological approach to understand the phenomena of user perspectives on privacy, personal 

information, and the digital self related to the Google search engine.  These methods and 

approaches were chosen because, ñusability testing...can be used to learn more about how people 

interact with interfaces, even when the goal is not fixing the interface, but instead learning more 

about users and interactions,ò (Lazar et al. 263). 

A mixed methodology approach, including both a qualitative focus group method and 

quantitative questionnaire method, was chosen for this studyôs research design, in order to 

potentially achieve more encompassing and validated results.  According to Duchon, utilizing 

mixed methods is particularly essential within the fields of information science and information 

retrieval systems, as the field itself encompasses topics from multiple disciplines.  Using multiple 

methods allows for the nature of the field, as well as the research itself, to be viewed from different 

perspectives: both empirical and technical, as well as socio-cultural (Kaplan and Duchon 573). 

 This mixed methodological research technique can also be referred as the concept of a 

ótriangulationô.  The ñequal statusò type of triangulation methods was also specifically chosen, in 

order to allot the same importance to qualitative and quantitative methods identically.  In order to 

best illustrate the research design chosen for this study, Figure 1 below shows the approaches and 

methods that were utilized.  Every tier of the diagram represents a specifically chosen approach, 

each selected for a particular logic or reasoning that is essential to the research designôs structure 

and flow. 
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Figure 1, (Mangione) 
 

 

 

3.1 Tier One: Triangulation 
 

Tier one of Figure 1 above refers to the mixed methods approach within research called 

triangulation.  Triangulation is a methodological formula that can be utilized to secure answers to 

research questions and to test the researcherôs hypotheses using an inherently dualistic 

approach.  These dualistic methods are different by nature, and represent two figurative bottom 

corners of the triangle.  The figurative top point of the triangle represents the results that can be 

reached when the methods are combined together within a research study.  In 1966, Webb, et al. 

coined the exact term and concept of ótriangulationô: 

ñOnce a proposition has been confirmed by two or more independent 

measurement processes, the uncertainty of its interpretation is greatly 

reduced.  The most persuasive evidence comes through a triangulation 

[italics added] of measurement processes.  If a proposition can survive the 

onslaught of a series of imperfect measures, with all of their irrelevant error, 

confidence should be placed in ité.ò (Webb et al. in Johnson et al. 114). 
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Here, Webb points to the notion that a triangulation can allow for the researcher to place confidence 

in achieved results that have been vetted through multiple methods.  Webb acknowledges that the 

two methods must inherently be different in order for the concept to stand true, and in turn for 

results to claim to have been fully scrutinized from separate perspectives.  Therefore, to best 

implement triangulation within this study, both qualitative and quantitative methods were utilized to 

emphasize this difference. 

While Webbôs research team was the first to coin the particular concept of ótriangulation,ô 

there are numerous definitions for the concept that resonate today within the mixed methods 

research field.  The definition that best suits the procedures for triangulation followed within this 

research study is that of Caracelli, stating that it, ñ...is one that playfully juxtaposes or combines 

methods of different types (qualitative and quantitative) to provide a more elaborated understanding 

of the phenomenon of interest (including its context) and, as well, to gain greater confidence in the 

conclusions generated by the evaluation study,ò (Caracelli in Johnson et al. 119).   

It should be noted that triangulation is not necessarily the best or most suitable method for 

every conducted research study.  After careful consideration and deliberation it was determined that 

it was indeed suitable for this study.  There are numerous positive arguments behind why 

triangulation suitable for conducting research. While many arguments for utilizing it would hold 

true in this study, three in particular stand out for paramount reasoning:  the confidence of the 

researcher argument, the bias argument, and the convergence of results argument. 

Firstly, one surface-level argument for utilizing triangulation is to support the confidence of 

the researcher or the research team, both overall and in the results.  Using multiple methods can 

help nurture researcher general positive attitudes surrounding the study.  Jick states some of the 

general advantages of utilizing triangulation as a researcher include that:  ñ(A) It [triangulation] 

allows researchers to be more confident in their results; (B) it stimulates the development of 

creative ways of collecting data,ò (Jick in Johnson et al. 115).  Whilst maintaining the goal of 

unbiased researchers, overall, including triangulation can help contribute to a more confident and 

stable research team. 

This argument is particularly important to this research, as only one single researcher 

conducted the study during the given time frame.  Using triangulation was vital to support the 

researcher who was working alone:  a strategy in which creativity in the design of the research 

methods, as well as continued confidence in the research design was vital, as there was not a team 

of researchers to reach out to for support or creative flow.  This proved vital for the researcher to 
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remain true and steady in plans for the study, as well as to have confidence in results that could only 

be viewed through one critical human eye.  Using two triangulated methods here helped serve as 

another critical eye that normally other researchers could also provide.  While researcher confidence 

in results is important for the morale and creative process of the study, this argument just scratches 

the surface of the benefits of using the triangulation approach. 

Secondly, one of the most essential arguments for utilizing triangulation within this study is 

to attempt to highlight or compare biases that either single method could present or shadow over 

the research.  It is important to recognize that this argument focuses on the biases within the nature 

of the methods themselves, not within the results.  This argument acknowledges that there are 

inherent intricacies and biases that occur within each qualitative and quantitative method alike; and 

these biases are different simply because the methods themselves are distinct by nature.  Erzberger 

and Prein explain this argument, claiming that quantitative research can have the tendency to 

neglect the strong influence of social structures and social actors, whereas qualitative research can 

potentially ignore that there is an ñobjective social realityò within each individual that can be 

applied to empirical data (Erzberger and Prein 142).  Therefore, combining the two can further 

illuminate the research topic.  Cook agrees, as he coined the term for the idea behind comparing 

these methodological biases.  ñCook (1985) coined the term critical multiplism...to refer to the idea 

that research questions can be examined from different perspectives and it is often useful to 

combine different methods with different biases,ò (Cook in Johnson et al. 116).  Cook stressed the 

importance of the multiplism of the methods because separate perspectives can illuminate points in 

the research that may not have been visible when one method stands on their own. While utilizing 

only one method for research can sometimes be useful, however, Cook and Erzberger believe that a 

single method approach runs the risk of only bringing in one side, or one bias, to a research 

landscape. 

Through this argument, methods come together in order to fulfill a sort of cross-check 

process, filling the holes in each otherôs blind spots, with the hope of less one-sided results to occur, 

and ultimately a more encompassing and effective research design.  Here, an idea similar to 

ósurvival of the fittestô comes into play, claiming that if results have been vetted through two 

differing quantitative and qualitative methodological biases, they are more sound and valid.  

Therefore, this argument was essential for this study, as it was the intention for the results of either 

method to be ófit,ô and sound, to increase the validity and value of the research. 
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Thirdly, the last essential argument for utilizing triangulation within this study is to attempt 

to converge the results from the two separate methods.  Convergence of the results can be key to a 

research study, as the methods are designed so the results aim to corroborate and be compared to 

one another.  Here, it is important to understand that the results themselves are those that aspire to 

be converged, not the methods.   The concept of convergence allows for the methods to hold 

inherently different biases, still with the goal of reaching results that connect or meet.  According to 

Erzberger, this is important for the validity of the research. ñThe underlying assumption is that the 

validity of the research results is enhanced if the different methodological approaches produce 

convergent findings about the same empirical domain,ò (Erzberger 143-144).  The convergence 

argument directly relates to the validity of the research because it is a precautionary approach to 

take, in that it allows a check on the continuity of the results within the grand research scheme.  The 

goal of converging results is not a replication technique to test for the exact same findings from one 

method to the other, but rather to test for a connection and comparison to make valid conclusions 

for the overall research. 

 

 

3.2 Tier Two: Equal Status 

 

On the second tier of this studyôs research design, illustrated in Figure 1 at the start of this 

chapter, is the term óequal status,ô referring to the type of triangulation that was utilized.  It is 

important to understand the difference between the main overarching mixed method approach of 

triangulation that was just discussed, and the other subtypes of the approach. The research design 

for this study utilizes only one subtype of mixed methods triangulation.  Figure 2 below, extracted 

from Johnson et al., illustrates the ñpureò mixed methods approach that was used.  Here, as marked 

in the center of the diagram, both qualitative and quantitative methods within the study were 

allotted equal balance and importance as methods. ñThe area around the center of the continuum, 

equal status, is the home for the person that self-identifies as a mixed methods researcher...These 

mixed methods researchers are likely to believe that qualitative and quantitative data approaches 

add insight as one considers most, if not all, research questions,ò (Johnson et al. 123-124).  This 

study utilizes this equal status approach to triangulation, because both qualitative and quantitative 

methods were allotted equal importance and provided equal contributions to all of the research 

questions.  The equal status allotted to both methods within this research can be contrasted against 

other types of mixed methods approaches that were not utilized in this study, such as those in which 

one method is dominant over the other. 
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Figure 2, (Johnson et al. 124). 
  

 As illustrated in Figure 2, on either the far left or far right side of the diagram, it is indeed 

possible for a triangulation of mixed methods to occur, in which one method holds more importance 

over the other, or one serves as a supporting or supplementary role to the other method.  It is also 

possible, within these dominant models, for one method to answer and respond directly to one 

research question, and not pertain or answer to another one within the same study.  However, 

neither qualitative dominant or quantitative dominant mixed methodologies for triangulation were 

utilized in this study.  Allotting equal importance and attention to both methods was predicted as the 

best way to observe results that provided insight or evidence to answer all of the three research 

questions posed at the beginning of this study, not just some. 

 

 

3.3 Tier Three:  Quantitative Questionnaire Method 

 

This section will address one half of tier three in Figure 1ôs research design.  The arguments 

for utilizing a questionnaire as part of the methodology will be highlighted, as well as the specific 

design of this studyôs questionnaire.  First, an explanation for the motivation behind utilizing the 

questionnaire will be brought forth, followed by the specific design. 
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Why A Questionnaire? 

 

The benefits of utilizing an online questionnaire proved to be an apt fit for this 

study.  According to Kim and Davis, online questionnaires are beneficial because they are fast, 

digitally accessible, and relatively manageable to administer to respondents.  Additionally, in terms 

of the quantitative information needs of a study, ñQuestionnaires have the ability to reduce certain 

types of response bias.  Since questionnaires offer a certain amount of anonymity compared to 

interviews and focus groups, respondents are more likely to provide honest views and opinions,ò 

(Kim and Davis 70).  It was essential for respondents and participants to feel comfortable to answer 

honestly within both methodsô settings.  However, it is important to acknowledge that an online 

questionnaire setting can encourage more honesty, as the respondents remain anonymous from the 

researcher completely behind the veil of their devices, and do not directly voice their opinions in 

person.  

The questionnaire was developed as the quantitative method within the triangulation in order 

to understand background information about the given research field, collect respondent user 

behavior data, as well as to gauge statistical data from the important and prevailing arguments 

within the research landscape of Google, privacy, and the digital self.   It posed specific questions 

relevant to the research field, and was evaluated after it closed to see which of these questions were 

most relevant to seek further explanatory qualitative information for within the focus group.  This 

directly plays into the role of triangulation as a tool for convergence of results, as the questionnaire 

pointed the focus group in the direction of the most applicable and relevant points for the study.  

The focus group provides elaboration for these responses, but also brings to light other new and 

vital questions.  Here it is important to note that although the questionnaire explores similar 

questions to the focus group, this does not mean that the focus group is considered to be the main 

method for the study for divulging deeper into them.  It is indeed possible for ñequal statusò to both 

methods to occur, whilst both bring to light different aspects of similar questions and themes, as 

well both bringing up completely new and different questions and themes than the other. 

 

The Nature of the Results 

                                                                 

The empirical data from the questionnaire is an approximate estimation that could indicate a 

pattern within the grand spectrum of search engine users.  However, these results do not represent 

or reflect the general population of all search engine or all Google users, but rather a small 

representation group that was tested in this studyôs networks explicitly (Kim and Davis 
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70).  Because the large amount of Google users around the world vastly exceeds the resources and 

capability of this study, it must be understood that the questionnaire was not able to reach all of 

them, and did not have the means to gain access.  The questionnaireôs results are therefore not 

representative of all of these users, but can contribute to an indicated pattern among them based off 

of the smaller sample research pool (Kim and Davis 71). 

   

Respondents  
 

Members of this questionnaire will be referred to throughout this study as órespondents.ô 

The respondents for the questionnaire were not hand selected by the researcher, but rather were 

randomized based on the researcherôs various academic and professional networks.  However, the 

platforms through which they were shared were determined to be the best way to reach as many 

respondents as possible.  The main networks through which the questionnaire respondents came 

from were Copenhagen University as well as the general population of the city of Copenhagen and 

some parts of the United States.  This is due to the mediums through which they were spread: as the 

study was conducted through a student researcher from Copenhagen University within the area of 

Copenhagen, Denmark, with academic and social ties to the United States.   

 

Pretesting    

 

The questionnaire also went through an extensive pre-test trial before being released, in 

which it was sent out to a sample of three respondents to check for continuity, as well as to affirm 

the clarity and context of the questions.  According to Lazar et al., pre-tests or pilot-tests are vital to 

ensure that the questionnaireôs validity and reliability have been checked, and to ensure that 

questions are clear and ñunambiguous,ò (Lazar et al. 130).  Results from this pre-test were not 

collected as part of the pool of results for the research study.  The pre-trial respondents were not 

asked to complete the questionnaire during the studyôs conduction actual data results, as it could be 

interpreted that viewing the questionnaire twice may give an advantage or bias over respondents 

who have never viewed the questionnaire before. 

 

Length 

 

It was important for the questionnaire to be comprehensive, but also succinct in 

length.  Succinctness is key, as it is possible for longer questionnaires to result in fewer 

responses.  In cases such as these, respondents can show the tendency to skip questions, or drop the 
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questionnaire completely (Vriens, et al. 16).  In a study conducted by Vriens et al., ñQuestions at the 

end of a long survey are more likely to be skipped,ò (Vriens et al. 16).  Online questionnaires can be 

especially sensitive to question-skipping, as respondents are not often physically able to see the 

length of the questionnaire from the start, due to the ónextô button when filling out separate 

sections.   

 

Design 

 

Although there were fifty-five questions in total, they were divided into five different 

sections.  Further, respondents were instructed to choose one section of eighteen questions or 

another section of eighteen questions, depending upon if Google was their preferred search engine 

or not.  Therefore, these respective sections separated respondents into two user groups that were 

evaluated both separately and together within the analysis and discussion.  This technique entitled 

ósplit-questionnaireô design highlights the need for separate sections to tackle and address separate 

topics that pertain to the same overall research study.  According to Vriens et al., when the problem 

at hand is complex, dividing a questionnaire through this technique can help to highlight the issues 

more specifically, and contribute to the overall understanding as an interrelated and interdependent 

topic of study (Vriens et al. 14-16).                    

Moving forward to the specific design for this questionnaire, as mentioned above, the 

questionnaire design was separated into five different sections, in which each section served a 

specific purpose.  The first, to gather background information about respondents in order to see if 

patterns could be observed through demographics.  The second to gage search engine behavior in 

general, and the third and fourth to ask questions about the digital self and privacy.  Figure 3 below 

illustrates the questionnaire design for this study.  

Figure 3, (Mangione).  
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The first section of the questionnaire was designed to collected background information, as 

well as general demographics for respondents.   All of these questions were marked as órequired,ô as 

they were intended to draw relationships between opinions and attitudes about Google and search 

engines and the respondent demographics who hold them.  Both multiple choice and fill in the 

blank answers were used in this section. 

The second section of the questionnaire was designed to gather data on search engine 

behavior in general.  Here, respondents were asked to answer questions regarding their general 

behaviors when using search engines, how they use them to look for information, and their 

application within their daily lives.  These questions were asked to gage empirical data the usability 

of search engines:  on how often and for what purposes respondents use search engines, as well as 

to understand how many of them do indeed use Google.  At the end of this section, respondents 

were asked to choose their preferred search engine.  From this point forward, the questionnaire 

broke off into two separate sections:  Google users and non-Google users.  Respondents were 

instructed to choose only one.  All of the questions within this section were close-ended multiple 

choice answers.  ñClose-ended items have the advantage of being relatively easy to answer, are less 

likely to be skipped, are relatively easy to summarize or analyze, and allow for statistical analysis,ò 

(Kim and Davis 72).  In some cases, the option óotherô was utilized in order for respondents to feel 

less stifled by the choices at hand.  However, no fill in questions were utilized as it was important 

for the sake of data analysis to obtain specific pre-generated answers, for fear of discrepancy. 

The third and fourth sections of the questionnaire were dedicated to the two choices of 

Google users and non-Google users.  Both of these sections held identical questions, except for 

their preferred engineôs name.  Therefore, as the third section asked questions with the term 

óGoogle,ô the fourth section replaced this term with óyour preferred search engine.ô  Respondents 

were instructed to complete the questions in one section and not the other.  Both multiple choice 

and Likert scale questions were utilized in these sections.  Utilizing a Likert scale can be one of the 

best techniques for understanding attitudes or opinions on a numerical level, because it directly 

plays into the psychology of a ranking system, which often seems natural for human 

respondents.  ñThis attitude scale is widely used in social science research, consisting of a list of 

related attitudinal statements which respondents are asked to rate on a 5-point scale: agree strongly, 

agree, not sure, disagree, or disagree strongly,ò (oxfordreference.com).  Here, a Likert scale has 

been used, including the values between 1 through 5, from óStrongly Disagreeô to óStrongly Agree.ô 
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The fifth and final section of the questionnaire was dedicated to respondent attitudes 

surrounding privacy and search engine choice more specifically, asking if and how they would take 

action to switch engines if they felt their privacy had been violated by theirs. 

The questionnaire obtained a total of 120 respondents.  It was estimated that 100 

respondents could be reached due to the limited time frame for the project and the amount resources 

available to the researcher for running it.  However, this numerical expectation was exceeded by 20 

respondents.  The questionnaire was designed to be answered anonymously, as to not relate or point 

results back to any individual respondent.  The results will be analyzed in the analysis upcoming 

section of this study.  A copy of the questionnaire can be found in the appendix.  A spreadsheet data 

breakdown of the results can also be found in the appendix. 

 

 

3.4 Tier Three:  Qualitative Focus Group Method 

 

This section will address second half of tier three in Figure 1ôs research design.  The 

arguments for utilizing a focus as part of the methodology will be highlighted, as well as the 

specific design of this studyôs focus group.  First, an explanation for the motivation behind utilizing 

the focus group will be brought forth, followed by the specific design. 

  

Why a Focus Group? 

 

The benefits of utilizing a focus group proved to be an apt fit for this study.  The focus 

group for this study was developed as the qualitative method which can be beneficial for gaining a 

deeper understanding of the phenomena.  According to Morgan, focus groups can be defined as, 

ñresearch techniques that collect data through group interaction on a topic determined by the 

researcher,ò (Morgan in Sutton and Arnold 82).  Morgan goes on to explain that there is a particular 

emphasis on the interaction aspect of focus groups.  Utilizing a focus group method within this 

study made it possible to observe opinions regarding the research questions, and also to observe the 

socio-cultural influences within the participants and their interactions (Kitzinger in Grønkjær et al. 

17-18).  In relation to the questionnaire method, focus groups allow for further follow-up and 

detailed questions and discussions (Lazar et al. 106).  

The group dynamic of a focus group was essential for this study to best observe if the 

thoughts and ideas between two different types of search engine users, Google users or non-Google 

users, were consistent or dissimilar.   The nature of focus group discussions promotes that 
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participants have the possibility of being audience for each other, which encourages these 

elaborative discussions.  The discussion and debate within a physical setting allowed for this back 

and forth to be smoother, working out the kinks in the opinions of each other right before the 

moderator.  The questioning of their own ideas in front of another was essential for understanding 

why and how their thoughts about Google were so strong (Sutton and Arnold 82).  This part of the 

study therefore took a more relaxed approach, allowing for respondents to speak freely without 

having to subscribe to predetermined multiple choice answers to identify with.  Instead, the 

environment allows participants to create their own answers completely, and add to the flow of 

conversations between and among each other. 

According to Sutton and Arnold, it is possible to define three distinct types of focus groups: 

interactive, nominal, and delphi.  This study in particular chose to utilize an interactive group, 

which can be defined as, ñfree flowing group meetings that are guided and directed by a moderator, 

but driven by the participants,ò (Sutton and Arnold 82).  Here, ñthe interaction among the group 

members is considered the critical element of data collection in interactive groups,ò (Morgan in 

Sutton and Arnold 82).  On the other hand, nominal groups begin with participants separating and 

brainstorming ideas, and to soon after bring ideas to the common table.  Delphi groups never 

actually meet physically in person, but rather it is up to the researcher or moderator to bring in other 

participant opinions for further explanation.  Therefore, because this group met physically in person 

and all at once, an interactive nature was chosen for this study as it was deemed the best way to 

observe opinions and trends surrounding the topic of Google and the digital self. 

 

The Nature of the Results 

 

Similar to the questionnaire results, the qualitative data from the focus group is an 

approximate estimation that could indicate a pattern within the grand spectrum of search engine 

users.  However, these results do not represent or reflect the general population of all search engine 

or Google users, but rather a small representation sample group of four that were tested in this 

studyôs network explicitly (Kim and Davis 70).   Again, similarly to the questionnaire, because the 

vast amount of Google users around the world exceeds the resources and scope of this study, it must 

be understood that the focus group was not able to reach all of these users, and did not have the 

means to gain complete access.  This is acceptable, as according to Kim and Davis, ñIf the 

population is so large that taking a census is unfeasible, evaluators should consider administering 

the questionnaire to a selected sample of individuals,ò (Kim and Davis 77).  The focus groupôs 



  Mangione 55 

  Masterôs Thesis 

results are therefore not representative of all of these users, but can contribute to an indicated 

pattern within these specific users, based off of the smaller sample research pool in this network 

(Kim et al. 71). 

 

Participants 

 

This focus group utilized four focus group members for the scheduled discussion.  Members 

of this focus group will be referred to throughout this study as óparticipants.ô  All four respondents 

were selected from a pool of participants who answered a posting about the research project, with 

the intention of randomized selection.  The posting explained the nature of the project, and readers 

were encouraged to apply if interested.  According to Lazar et al., ñAdvertisements and flyers on 

your college, university, or corporate bulletin boards (both physical and electronic) can entice 

users,ò (Lazar et al. 461).  Additionally, Lazar points out that it is possible for participants in focus 

groups to respond in favor of the researcher, or attempt to please the researcher, if a reward or 

incentive is offered (Lazar et al. 462).  For the reason of avoiding bias, and also because of the 

limited funds and resources of this study, no reward was given and only the topic was advertised. 

The main network through which the focus group participants came from were Copenhagen 

University as well as the general population of the city of Copenhagen. This is due to the mediums 

through which the information announcement was posted.  It must therefore be noted that 

participants were in some way affiliated with Copenhagen University and live in Denmark, and 

results may therefore show a more distinct pattern within this network specifically.  

A table of the focus group participants and their attributes can be found below in Figure 

4.  Respondents one, two and four (Lasse, Lynn, and Eva) were chosen to represent Google users, 

while respondent three (Valentina) was chosen to represent non-Google users.   

 

Figure 4, (Mangione). 
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Google preference was the one criterion utilized in choosing from the randomized pool of potential 

participants.  These participants were therefore chosen specifically to mimic the results of the 

questionnaire, which showed significant preference towards Google as a utilized search 

engine.  Therefore, Google users were more strongly represented in the focus group.  However, it is 

still vital to include an opposing preference and opinion for discussion.  Using more criteria was not 

as significant, as it would disrupt the ñequal statusò balance to the mixed methodology for this 

study.  If more criteria from the questionnaire respondents was selected to influence the focus group 

participants, it may have tilted to sway the research to be more dependent upon the questionnaire, 

quantitative method.  

      

Moderator  

 

The role of the moderator was particularly important within this interactive focus group. As 

interactive focus groups allow participants to speak freely to answer questions, it is the moderatorôs 

job to make all participants feel comfortable to do so (Lazar et al. 224).  The researcher who 

moderated this focus group did so by starting the discussion noting that there were no rules for 

speaking out of turn, and that there were no right or wrong answers. Additionally, ñSkillful 

moderation can keep conversation focused and inclusive, increasing your chances of getting good 

data,ò (Lazar et al. 224).  This includes the responsibility of keeping the line of research steady, all 

the while making sure that this structure does not interrupt the free flow of information.  If this is 

done, it could lead to distrust for the moderator, as participants could feel unheard or cut off in 

speech.  Moreover, the moderator must be able to ensure that all participants feel as though they are 

vital to the group, as well as be able to handle internal group dynamics that could potentially 

interfere with the research (Grønkjær et al. 25-26). 

 

Pretesting    

 

The focus group went through a smaller-scale pretest, before the actual focus group was 

conducted and recorded.  The pre-test was not similar to the pretest of the questionnaire, as it did 

not ask participants to weigh in.  Rather, only a trusted colleague (supervisor) weighed in on the 

focus group questions for timing, clarity, and context purposes.  Just as importantly as the 

questionnaire, pre-tests or pilot-tests are vital to ensure that the questionnaireôs validity and 

reliability have been checked, and to ensure that questions are clear and ñunambiguous,ò not 
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misleading (Lazar et al. 130).  The research colleague who evaluated the focus group questions did 

not participate in the focus group to avoid bias. 

 

Length  
    

The length of this focus group was intended to be kept brief, as to not wear out the 

participants or force them into speaking for an extended period of time.  ñInterviews and focus 

groups should be kept to a reasonable lengthðprobably less than 2 hours,ò (Brown in Lazar et al. 

215).  The focus group was conducted in just over one hour asking 17 questions divided into three 

sections.  Each section directly corresponded with the specific research questions and hypotheses 

developed for this study, and also contributed to all of them in some manner.  Of course, there is 

room for overlap of questions to answer more than one of the research questions. 

 

Design  
 

This focus group utilized open-ended questions.  This technique allows for the researcher to 

collect as much information as possible from the brainstorming of participants within the 

group.  ñThese questions ask for responses, opinions, or other feedback, without imposing any 

external constraints on the responses,ò (Lazar et al. 207).  If there were indeed close-ended óyes or 

noô questions posed to the group, follow up explanations were always encouraged and further 

explanation was always necessary.    

 The focus group was designed so that each sectionôs questions gaged the opinions of the 

individuals within the group related to the topic of study.  Additionally, its questions were designed 

with the intention to potentially answer all of the research questions numbered one through three of 

this study.  Unlike the empirical data from the questionnaire, there is was no quantitative data 

collected during the focus group.  Instead, respondents were asked a series of questions within a 

group setting, and told to answer as honestly as possibly with their own opinions about the research 

topic for qualitative data collection. 

An icebreaker was included at the beginning of the focus group to make the participants feel 

more at ease and comfortable with the moderator and each other.  After this icebreaker, the focus 

group was broken down into three distinct sections.      

The first section posed questions about privacy and our digital society as a whole.  Here, 

participants were encouraged to speak openly and generally about their attitudes regarding privacy 

in an online setting, as well as in a search engine setting.  The second section delved more deeply 
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and posed questions about search engine behavior and Google specifically.  Participants were 

instructed to answer questions about the specific privacy choices they make online, trust in their 

preferred search engine, and algorithms.  The third and final section posed questions more 

specifically about the digital self profile, and whether or not Googleôs image of who they were as a 

person is an accurate representation of them. 

A copy of the questions that were posed to the focus group can be found attached to the 

appendix of this research assignment in the appendix.  A copy of the full transcript from this focus 

group session can also be found in the appendix.  Additionally, many quotations from the focus 

group are intertwined into the results analysis section of this study.  The voice recording of the 

focus group is also available upon request from the researcher if deemed necessary for examination. 

 

 

3.5 Supplementary Interviews 
 

It is very important to understand that the two supplemental, professional interviews shown 

alongside tier three in Figure 1 at the beginning of this chapter are not considered quantitative or 

qualitative methodologies for triangulation.  However, these interviews are indeed part of the study 

because of their nature and contributions to both theory and results. Both have been previously 

mentioned in Chapter 2 of this study, and will also be mentioned further on.  Two separate, personal 

interviews within the fields of search engine privacy and information ethics were conducted in order 

to substantiate the methods, theories, and results of this study.  These interviewees are considered, 

ñkey informantsò to the study who are, ñrepeatedly called upon to provide important insights,ò 

(Lazar et al. 197). 

The first interview that was conducted was that of Professor Sille Obelitz Søe from the 

Copenhagen Universityôs Institute for Information Studies.  Professor Sßeôs specialties include the 

philosophy of information, and in particular the concepts of misinformation and disinformation. The 

second interview that was conducted was with Brian Schildt, Chief Relationship Officer (CRO) of a 

Danish company called Privacore, which has created a web search engine called Findx.  Brianôs 

interview focused on the benefits of a privacy-based engines such as his, and supplemented the 

arguments about engines that protect user privacy do exist, and are attempting to gain traction. 

These interviewees did not participate in either the questionnaire or the focus group 

setting.  Both interviews were recorded with a mobile voice recorder.  All quotations from the two 

interviewees have been presented and stamped with their approval for usage within this study 
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exclusively.  The voice recordings from these interviews are available upon request from the 

researcher if deemed necessary for supplementary examination.  A copy of the summary transcript 

of approved quotations from these interviews can be found in the appendix for reference. 

 

 

3.6 Timeline, Material, & Execution 

 

This study was executed over the course of exactly six months:  from the onset of the project 

to the analysis and conclusions, during the months of February through July of 2018.  

The questionnaire portion of this study was released for exactly two weeksô time.  It was 

possible for respondents to complete the questionnaire itself in under 10 minutes, digitally and in 

their own time.  Respondents were given one chance to fill out the form, to ensure replications did 

not occur.  After the two week period closed, the questionnaire was no longer available to the 

public, to ensure that data collection could begin without the interference of more responses. 

 Google Forms was used to create they survey, while the program of Microsoft Excel was 

used to collect and organize response data.  It is noted that utilizing Google Forms within this study 

could be seen as a potential bias towards the research.  However, this was not the case, as 

respondents were informed that its usage was not an endorsement of any Google platforms.  In fact, 

the utilization of Google Forms proved to be necessary, for the sake of the short time constraint on 

the project, allowing the researcher to convert, analyze, and create visuals for the data at a faster 

rate.  According to Kim, Davis, and Lazar et al., these web-based design tools such as Google 

Forms and Survey Monkey, among others, are chosen because of time constraints on research (Kim 

and Davis 70; Lazar et al. 125). 

The focus group portion of this study was approximately an hour long.  All four participants 

were asked to meet a specific time in a secure and private location.  According to Garcia et al. the 

location of the focus group is also very important, in order to ensure that there an undisturbed and 

safe environment is displayed (Garcia et al. 8-10).  Additionally, each participant was issued an 

artificial name, with their own approval, in order to keep their contributions anonymous.  All four 

participants were issued a confidentiality agreement, and given the proper amount of time to read it 

over and sign on their own behalf.  There was no coercion or reward given for their signatures.  

Each participant had the possibility to withdraw their results and participation within this study 

without consequence.  A copy of the participation and confidentiality agreement can be found in the 

appendix. 
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Chapter Four 

 

4.0 Results Analysis & Discussion 

 

This chapter will analyze the results from the quantitative and qualitative methodologies that 

were employed for this study.  Both questionnaire and focus group results will be analyzed together, 

compared, and contrasted with the goal of convergence and validity of the results.  It is the hope 

that the hypotheses will be not necessarily be proven, but point to suggestive patterns within a small 

pool of Google and non-Google user opinions. 

This chapter is divided into three separate sections, with each section addressing the 

respective research questions and hypotheses.  Results will appear in the form of figures extracted 

from the released questionnaireôs results, alongside direct quotation results from the conducted 

focus group.  Analysis and discussions are interwoven with them.  

 

 

4.1 RQ1 & H1: Trust and Convenience 

¶ RQ1: What factors influence how search engine users perceive Googleôs collection and 

aggregation of user personal information into the profiles of the digital self? 

¶ H1: Multiple factors influence how search engine users perceive Googleôs collection and 

aggregation of user personal information into the profiles of the digital self. 

 

When analyzing the results from both the quantitative questionnaire data and the qualitative 

focus group data, some consistencies regarding RQ1 and H1 in relation to the theories and scope of 
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this study are observed.  Overall, the factors of trust and convenience are suggested as the most vital 

concepts that influence how search engine users perceive Googleôs collection and aggregation of 

user personal information into the profiles of the digital self.  Through these results, RQ 1 was 

effectively answered.  H1 was suggested positively, as well as additionally surpassing the original 

hypothesis by bringing to light the factors themselves, not just the quantity.   Each of these factors 

will be analyzed in the following two parts of this section. 

 

Trust  

This study has determined that trust is an important factor when considering search engine 

user perceptions about the digital self.  Here, trust is spoken about in terms of trusting the Google 

service with user personal information.  Results indicate that trust is important to Google users, 

however, most of them only find Google to be ñsomewhat trustworthy,ò indicating that the concept 

is nuanced.  As illustrated from the respondent pool of the questionnaire in Figure 5 below, the 

majority, 71.7%, of Google users in this study find the engine to be ñsomewhat trustworthy,ò while 

19.5% chose complete trust.  This indicates that most users may indeed trust Google, but also feel 

as though it does not warrant full and unconditional trust.   

Figure 5, (#33 Questionnaire).  

 

Focus group respondent and Google user, Lasse, substantiates his choice to consider Google 

as ñsomewhat trustworthy,ò because of the sensitive nature of his information exchange with it.  

Lasse states that when he chooses to use Google, ñYes, I am giving away information about 



  Mangione 62 

  Masterôs Thesis 

myselfétrusting them with information, or at least not distrusting them enough not to use them 

anymore,ò (Lasse, Focus Group Interview).  Here, Lasse speaks directly to the notion that many 

users consider Google to be ñsomewhat trustworthy,ò not because they put their full trust in them, 

but rather because it is easier to put minimal trust in to justify their use of the service. 

Focus group participant Lynn, a Google user, adds to these questionnaire results, claiming 

that the she does indeed ñsomewhat trustò Google, because she inherently trusts the rules, 

regulations, establishments, and structures of our digital society that provide a check on the 

company.  Although it is indeed a company, she trusts the parameters of society that regulate 

businesses such as these to keep them in line.  ñThey want to make moneyéand I don't pay any 

money. I pay and in my data and it's highly problematic.  They will use the data as much as they 

canéBut I trust that there are frameworks for them to have to act within, that are strong enough to 

protect my data in a way that provides some standard of security for me,ò (Lynn, Focus Group 

Interview).  Here, Lynn claims to turn to law and society to provide a check.  She also justifies her 

ñsomewhat trustò in the service, stating that because she is aware of Googleôs information 

collection tactics, this provides the transparency she needs to trust them.  Similarly, according to 

Figure 6 below, out of the 113 respondents that identified themselves as ñGoogle usersò 69.9% 

expressed that they have some familiarity with how Google works in regards to the collection of 

their personal information as into a profile as currency. 

Figure 6, (#22 Questionnaire). 
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Further, Lasse and Lynnôs qualitative data, along with the quantitative data from the 

questionnaire, coincide with the theories of Schneier and Vaidhyanathan noted in Chapter 2, 

illustrating the exchange of personal information as currency.  The participants note that although 

they are aware that this exchange is taking place, they still ñsomewhat trustò the engine.  

Additionally, it is important to note in Figure 7 below: out of the full 120 respondents, 93.3% of 

respondents chose Google as their preferred search engine.  The numbers won the majority by a 

landslide, and outweighed the combination of all of the other search engine choices combined.  

Figure 7, (#13, Questionnaire). 

Figure 7 directly speaks to the factor of trust in Google, thereby connecting all of these figures and 

quotation results in the section.  It is possible to ascertain that even though users are skeptical and 

only ñsomewhat trustò the service, they are aware that this personal information currency exchange 

is taking place, and still an overwhelming amount of people choose to use it despite this potential 

danger.  As Vaidhyanathan points out, ñDespite the shallow understanding of how search engines 

work, Web users express deep satisfaction with them,ò (Vaidhyanathan 60).  These figures lead 

directly into the second factor of convenience, because it is one of the main reasons users 

ñsomewhat trustò Google despite being aware of its personal information exchange practices. 

 

Convenience 

 

This study has determined that convenience is one of the most important factors when 

considering search engine user perceptions about the digital self.  Here, convenience is spoken 



  Mangione 64 

  Masterôs Thesis 

about in terms of the ease of usability of the Google search engine.  Results suggest that one of the 

main reasons search engine users ñsomewhat trustò Google despite its privacy flaws is the 

convenience of utilizing its services.  As illustrated through the respondent pool from this studyôs 

questionnaire in Figure 8 below, convenience was deemed most important as motive for choosing 

Google as a search engine, receiving 96.5% of users claiming it was vital.  This percentage holds 

significant value over the other factors:  surprisingly over the 64.6% claiming speed, 56.6% for 

accuracy, and 19.5% for personalized results.  On the other hand, privacy was valued as 

significantly least important, receiving only a mere 1.8% of the results pool.  

Figure 8 (#16, Questionnaire). 

These results can be converged with those qualitative analysis, in particular through focus 

group participant and Google user Lynn, who states, ñI think it is actually very convenient because 

they have a lot of data, and now itôs a self-fulfilling prophecy.  Because I use it so much, of course 

itôs convenient for me because they have all this information about me...They know my search 

history. They can suggest relevant things to me...ò (Lynn, Focus Group Interview).  Lasse, a Google 

user, agrees and explains specifically why it is convenient for him.  ñI use Google mostly because 

it's convenient.  It has the largest database of results. It can be very easy to use Google and it has a 

lot of filters you can use on the engine itself to help find the exact type of material you need,ò 

(Lasse, Focus Group Interview).  Here, he points to Googleôs database being so vast as the main 

reason he chooses to use it.  As mentioned previously in Chapter 1 and 2 of this study, because 



  Mangione 65 

  Masterôs Thesis 

Google has the funds and means to copy the Internet into their index at a faster rate, and more often, 

than other search engines, they hold an advantage for a greater number of results to be considered 

for ranking.  More results can translate to convenience and ease in finding what one may be looking 

for Moreover, these results also bring to light some of the issues that arise over the intricacies of 

privacy versus convenience.   

According to the quantitative data collected in this study, most users are aware of the 

privacy concerns surrounding Google, as illustrated in Figure 9 below, but claim that they also 

could know more about it.  Additionally, only 10.6% claim to have read Googleôs privacy policy.   

Figure 9 (#26, Questionnaire). 

 

However, despite this awareness, the convenience factor seems to weigh more in their decision to 

use it.  Google user Eva states that often the convenience of using Google overshadows the 

importance of privacy for the users.  ñI would say that the convenience of having relevant or 

predictive results sometimes causes me not to take as much account to the privacy aspect.  Even 

though I'm aware that there are obviously issues with it.ò (Eva, Focus Group Interview).  Here, Eva 

points to the same circumstances illustrated in Figure 9:  that she is aware of these issues but 

continues to use it because of ease.  Lynn agrees, suggesting the habitual nature of convenience. ñI 

think it's also a habit: that you might have used it in the beginning and now, because you're so used 

to it, maybe you don't make an active choice,ò (Lynn, Focus Group Interview). 
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Here, both Eva and Lynn draw the connection between convenience and privacy, however, 

the intricacies cannot be boiled down into a simple comparison of the two against one another.  As 

focus group participant and non-Google user Valentina points out, ñGoogle as it is now is effective, 

but there is an imbalance between convenience and protection,ò (Valentina, Focus Group 

Interview).  As she suggests, users should not have to choose a convenient, modern web search 

engine service or the protection of their personal information and privacy.  They should be able to 

have both.  Brian Schildt at Findx agrees, claiming that his privacy-based search engine gives users 

the option to have both convenient results as well as privacy controls.  ñOne of the most important 

things is that it does not matter if you tell us who you are or not.  You should have the same features 

available.ò (Schildt, Interview).  It is through this choice to have access to both features that users 

can regain control over their digital self personal information.  This logic and these results align and 

converge with Cohen, Pariser, Sße, and Wackôs theories on the individualôs authority over their 

own information and how it could potentially be dispersed.  These theories and results converge to 

claim that although Google forces its users into compromising their privacy for their service:  but 

convenience and privacy should not be mutually exclusive.  These results also push past this notion 

and into the theories mentioned in Chapter 2 of this study, explaining how the user having control 

over their information means that their privacy is in their own hands.  Therefore, the results can 

point further towards a need for Google to have more options for privacy protection, such as an óopt 

outô from profiling.  While these technologies exist in other privacy-based search engines such as 

Findx, results suggest the need for Google to have these options as well. 

 

 

4.2 RQ2 & H2:  Not Quite Me  

¶ RQ2: Do search engine users view Googleôs profiling of the digital self as a completely 

accurate picture of who they are? 

¶ H2: Search engine users do not view Googleôs profiling of the digital self as a completely 

accurate picture of who they are.  

 

When analyzing the results from both the quantitative questionnaire data and the qualitative 

focus group data, some consistencies regarding RQ2 and H2 in relation to the theories and scope of 

this study are observed.  Overall, results suggest that search engine users do not see Googleôs 

profiling of the digital self as a completely accurate picture of who they are, but instead, as a 
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representation of guesses that can give insight into who they are.  Through these results, RQ2 was 

effectively answered, and H2 was suggested to be accurate.  However, the results pushed further 

that the original scope of H2, to include the idea that not only do users not view the digital self as 

completely accurate, but just as a possible idea or representation.  

According to focus group participant and non-Google user Valentina, her definition of the 

digital self coincides with the theories of how it is defined for the purpose this study, presented in 

Chapter 2.  ñI think that my digital self is everything that I have online in my digital life...What I'm 

studying, where I am working, combined with my searches.  Or what this profile has searched.  So I 

think that all of this amount of information is going to create an image of me, that combines things 

of different sizes, not just one, and is integrated,ò (Valentina, Focus Group Interview).  Valentinaôs 

definition corresponds directly to the theory that the digital self is ñGoogleôs theory of 

you,ò (Pariser pp. 114).  She also speaks directly about the órepresentationalô nature of the 

information through the connection of Freud and Nissenbaumôs theories:  that the self it internally 

constructed and the digital self can therefore not be completely accurate because the user did not 

fully create it themselves.  Instead, Google works backwards to take parts of the userôs personal 

information to create it.  This connects to Nissenbaumôs theory that the digital self is used to 

represent users and make assumptions about them, without understanding the full complexities of 

human nuance and behavior. 

Additionally, Lasse, a Google user, explains his interpretation of the digital self similarly to 

Valentina, but takes it further to include that Googleôs search engine technology is not advanced 

enough to pick up on all of the circumstantial nuance associated with the human self.  

ñI see my digital self beingéa construction of guesses of my likes and 

dislikes based on my behavior onlineéBut I also think that there are things 

that can be misconstrued, or purely guesswork on the computer side, when 

it's creating all this information because it tries to make sense of the patterns 

that you have.  And I think that we're not there technologically, where the 

computer can make all the correct guesseséIt doesn't know the full picture 

of a person because you are more than you can ever express online or the 

behaviors that you display online, because you might have a very different 

behavior in real life...ò (Lasse, Focus Group Interview). 

Lasse speaks to Googleôs algorithmic code that is able to collect personal information for the digital 

self, but not necessarily all of the factors that influence who he is as a human being.  Eva agrees, 
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stating that: ñéIt's [the digital self] is not an exact mirror of who I am becauseéthere's a lot of ins 

and outs of your personality and character that can't be mimicked digitally,ò (Eva, Focus Group 

Interview). 

Lasse and Evaôs thoughts connect to Sßeôs arguments that algorithms are not neutral, and 

that they are full of assumptions about the world (Søe, Interview and 325).  As both Lasse and Søe 

point out, the analysis of the digital self can show patterns. However, because of the nature of the 

bias embedded within the collection and interpretation of the digital self, there is no assurance of 

what the patterns exactly point to.  Moreover, these assumptions can give an idea, but not the whole 

picture of the human behavior. 

The qualitative data from the focus group as well as the theories from this study converge 

with the results from the quantitative questionnaire.  In Figure 10 below, most Google users 

responded similarly, indicating that they believe that the digital self profile is a somewhat accurate 

version of who they are.   

 

 

 

 

 

 

 

 

Figure 10 (#23, Questionnaire). 

A combined 74.3% of respondents chose Likert Scale choices 3, and 4, indicating that they believed 

the digital self could be indicative of who they are However, perhaps more crucial, only a mere 

5.3% of respondents chose number 5, which poses that the digital self does indeed reflect an 

accurate picture of who they are.  It is therefore possible to infer from the quantitative results that 

users feel as though the digital self is merely a guess at who they might be, and can give insight into 

who they are.  The qualitative results in the focus group provided the space for further clarification 
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and explanation beyond the limited answers a Likert Scale question could provide on the same 

topic. 

Further, the results indicate convergence with each other and the theories in this study that 

focus on the context of the personal information within the digital self.  Lasse provides an example 

that the context of personal information can be misinterpreted to create new information and 

assumptions about the individual behind the digital self. 

ñJust being somewhere, it doesn't always necessarily create evidence that 

you've been a part of whatever [is happening there].  Let's say a riot Egypt. 

There were people who were persecuted for being in that general area 

because it was illegaléBut just because you're there doesn't mean that you're 

participating in the illegal actionséYes, information can be read out of 

context.  You can draw conclusions about the data that you put in that is not 

necessarily true,ò (Lasse, Focus Group Interview). 

Lasse speaks to the idea of new information being created based off of assumptions and inferred 

thinking.  His ideas are similar to Cohen, Nissenbaum, and Sßeôs theories on the context of personal 

information.  As noted previously in Chapter 2, ñéWhen you shift the context, you also shift the 

meaning of the information itself,ò (Sße, Interview).  Here, Sße explains the idea that corresponds 

with Lasseôs locational example.  If this locational information was stored in the digital self, 

without understanding the full implications of the situational circumstances, the context of the 

information shifts to be incriminating. Further, according to Cohenôs theory this example proves 

that aggregated digital self information that is taken out of context can have real life consequences 

for individuals outside of the digital realm (Cohen 32).   

Additionally, on a similar note, the digital self can make assumptions and 

misinterpretations off of user personal information, because it assumes that all of which a person 

enters into the engine is relatable to them.  However, this is not necessarily always the case, as 

many users search on Google on behalf of others.  According to the quantitative results observed in 

this study, Figure 11 shows that 15.8% of respondents search on behalf of other people multiple 

times a day, and 45% of respondents a few times a week.  
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Figure 11 (#10, Questionnaire). 

 These results continue on in a sequential pattern to show that all of these users search on behalf of 

others at some point, and none of the respondents claimed never to have done this.  Lasseôs 

statements can attest to this.  ñI've also searched for many random things in regards to my workéIt 

doesn't make any sense in this search pattern,ò (Lasse, Focus Group Interview).  This additionally 

points to the theories of Cohen, Nissenbaum, and Søe, which claim that digital self cannot be 

completely accurate because the information lacks the context for understanding that input 

information may be about more than one person. 

Among non-Google users such as Valentina, the fear of misrepresentation motivates the 

choice to use another engine that prioritizes privacy, with the hope that it does not create a digital 

self.  Therefore, the data cannot be misinterpreted if it does not exist.  ñéI'm terrified of not having 

control over what the digital self is going to beéItôs just a collection of searches. I think about 

myself as a human being, I think about myself as something I have collected into my mind. It's like 

all of my experiences since the day I was born. It's so complicated, seeing it as a simple collection 

of information I feel it's not enough (Valentina, Focus Group Interview).  

Similar to Valentina, and as illustrated in Figure 12 below, of most non-Google users in this 

study 42.9% do not believe that their other engine creates a digital self at all, pointing to the idea 

that not creating a digital self of personal information for users could be a key factor that users 

consider when switching out of Google usage or choosing an engine in general. 
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Figure 12 (#40, Questionnaire).  

 

Further, to continue with this logic in Figure 13 below, all non-Google users value privacy in some 

form when they choose an alternative search engine. 57.1% Value it as ñstrongly importantò on the 

Likert Scale. 

 

Figure 13 (#43, Questionnaire). 

 

In this group of results, a pattern can be observed that both Google users and non-Google 

users within this study alike believe that Googleôs digital self is not a completely accurate picture of 
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who they are, but rather can give insight into the user.  Both types of users also agree that the digital 

self cannot be accurate because there is not any context to substantiate and support the personal 

information found within it.  However, the difference to be noted in results is that among non-

Google users, the fear of misunderstanding of their digital self is stronger, and could be a part of 

what motivates them to choose another search engine. 

 

4.3 RQ3 & H3: Somewhat Violated 

¶ RQ3: To what extent do search engine users view Googleôs aggregation and usage of the 

digital selfôs personal information as a violation and loss of control over privacy?  

¶ H3: Search engine users view Googleôs aggregation and usage of the digital selfôs personal 

information as a somewhat of a violation and loss of control over privacy.  

 

When analyzing the results from both the quantitative questionnaire data and the qualitative 

focus group data, some consistencies regarding RQ3 and H3 in relation to the theories and scope of 

this study are observed.  Overall, search engine users view Googleôs aggregation and usage of the 

digital selfôs personal information as a somewhat of a violation and loss of control over privacy.  

Through these results, RQ3 was effectively answered, and H3 was suggested to be accurate.  While 

the results from both the questionnaire and the focus group converge, the theories in this study push 

the results further.  The theories suggest that:  although respondents and participants from both 

methods feel that Google only ñsomewhat violatesò their privacy, the theories behind the 

construction of this study claim that their privacy has indeed been violated:  because there is an 

inherent loss of control over information by the individual.  This section will therefore outline if 

Google or non-Google users care about privacy, and the practice of how Google indeed violates it. 

In order to best answer this research question, it is important to gauge whether or not users 

value privacy as important to them for choosing a search engine.  Figure 14 shows an alarming 

response: that out of all 120 questionnaire respondents, each and every one had heard of Google, 

(100%).  However, a significantly smaller number of them had also heard of privacy-based services 

(PIT search engines) that advertise that they prioritize user privacy. 
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Figure 14 (#12, Questionnaire). 

The most well-known was DuckDuckGo, with 35% of respondents able to identify it.  However, as 

mentioned earlier, DuckDuckGo is a search engine that pools results from larger search engines that 

do not protect privacy, and then shields the usersô identity.  According to Schildt at Findx, which 

was mentioned previously in Chapter 2, this can be problematic because there is still a middle man 

between the search engine and the end user, who can make changes to this cooperation at any time.  

Only 1.7% of respondents were able to identify Qwant, one of the leading privacy-based search 

engines in Europe.  A small percentage of 3.3% of respondents identified Findx, the privacy-based 

engine that was examined in this study. 

Figure 15 (#25, Questionnaire). 


